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Abstract - Lung cancer is one of the most dreadliest 
diseases that is more probable to grow rapidly with the 
spread of metastasis. Metastasis is the formation of 
additional secondary malignant growths away from the 
primary cancer location. The ability to recognize and 
diagnose the malignant nodules and categorize them as 
benign, malignant, or indeterminate(normal) on chest 
computed-tomography (CT) scans is extremely crucial for 
early lung cancer diagnosis and treatment. For that 
purpose, with the increasing advancement of technology 
numerous machine learning and deep learning techniques 
have come into existence to diagnose lung cancer where the 
machines are taught to predict outcomes. By using such 
means to precisely detect the cancerous pulmonary lung 
nodules can aid in the timely manifestation of lung cancer. 
However, it’s not an easy task to develop a reliable lesion 
detection approach due to irregularity in the patterns of 
lung lesions, it’s shape, size and the complex nature of the 
surrounding conditions. In our proposed computer-aided 
design system we perform cancerous nodule detection by 
using advanced CNN model and pre-trained CNN models 
like Resnet50 and Xception. In our advanced CNN models, 
we integrated several approaches for improved image pre-
processing and employed methods such as SMOTE and class 
weighted approach to account for the dataset's imbalance. 
By adjusting the imbalances in our dataset, we were able to 
considerably enhance our model's accuracy. For this project 
we use the lung cancer screening thoracic computed 
tomography (CT) images from the IQ-OTHNCCD lung cancer 
dataset which is collected from kaggle. The dataset contains 
1190 images totally. These 1190 images are the CT scan 
slices of 110 cases. Each case approximately having 10 
slices. These images are categorized into 3 classes: normal, 
benign, and malignant. Among them, there are 40 
malignant instances, 15 benign cases, and 55 normal cases. 
In this project we try to build our own Convolutional Neural 
Networks to classify the images into one of the three classes 
and we also employ the pre-built architectures, namely 
RESNET50 and XCEPTION, trained on the image net dataset 
and compare their performances on certain metrics. 
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1. INTRODUCTION  
 

Lung cancer is the type of cancer that begin in the 
lungs. Our bodies are made up of trillions of cells. Each cell 
has its own life cycle. Healthy cells in our bodies die at 
some time throughout their lifespan and are replaced by 
new ones. When this process does not go as planned, i.e., 
when cells do not die when they are old or injured, but 
instead continue to multiply abnormally, resulting in an 
overabundance of cells, tumors form. These tumors are 
classed as normal tumors when they do not pose a threat 
to a person's life. Malignant tumors are cancerous tumors 
that cause harm to our bodies[1]. When detected early on, 
these tumors are considered benign since they can be 
treated well. However, these tumors have a significant 
possibility of metastasizing and becoming malignant over 
time when left undiagnosed. Lung cancer is consistently 
cited as the leading cause of cancer death, accounting for 
over 18 lakh deaths. According to the GLOBOCAN- 2020 
assessment on cancer occurrences among people and 
fatalities, approximately about 193 lakh new cancer cases 
were diagnosed worldwide, with around 100lakh 
cancerdeaths[2].  

 

Fig -1: Global cancer mortality rate in 2020, by type of 
cancer (Source: Statista) 
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1.1 Types of Lung Cancer 
There are two major categories of lung cancer. They are 

Non-small cell lung cancer and Small cell lung cancer. 
Among the two, NSCLC is the most frequently encountered 
one when compared with the SCLC. The two variations of 
cancer develop and are treated in different ways on the 
basis of their severity. About 80% to 85% of the total lung 
cancers are non-small cell lung cancers. Adenocarcinoma, 
squamous cellcarcinoma, and large cell are few sub-types 
of NSCLC[3]. NSCLC is substantially less severe than small 
cell lung cancer and is much easier to treat. SCLC accounts 
for about 10% to 15% of all cancers. When opposed to 
NSCLC, SCLC spreads and affects other organs more swiftly. 
In most situations, it is extremely difficult to diagnose this 
type of cancer since it has spread to other places of the 
body, making diagnosis and treatment extremely tough. 
Because this cancer develops quickly, chemotherapy and 
radiation treatment are effective. However, this type of 
cancer has a tendency to re-attract people even after 
treatment. 

1.2 Nodule 

A nodule is a "spot on the lung" which usually is an 
abnormal growth that forms in a lung that is seen on an CT 
scan. We may have one nodule on the lung or several 
nodules. This little round or oval solid overgrowth of 
tissue is surrounded by normal lung tissue. These nodules 
can either be benign or malignant[4]. Nodules are very 
common. Not all nodules are malignant. About 95% of lung 
nodules are benign which form due to respiratory 
problems or other illnesses which do not require 
treatment. As pulmonary nodules tend to have a diverse 
complicated features such as lesion size, shapes, and 
classification characteristics, it becomes difficult for CAD 
systems to accurately identify the lesions and diagnose 
lung cancer[5]. Thus, it is extremely essential to 
incorporate the right detection mechanisms to detect the 
pulmonary lung nodules and to improve the accuracy in 
finding lesions that are tiny in size and are usually left 
undetected. 

 

Fig -2: Different categories of lung tumors- 

Benign, Primary malignant and metastatic Malignant. 

 

1.3 General lung cancer statistics 

Lung cancer is indeed one of the leading causes of 
death worldwide. Lung cancer accounts for almost two-
thirds of all cancer-related fatalities. In 2018, there were 
181 lakh new cancer diagnoses and 95 lakh cancer-related 
deaths globally[6]. Predictions have been made that 
number of cancer cases by 2040  may reach roughly 295 
lakh, with 164 lakh cancer-related deaths. Lung cancer is 
one of the most serious lesions that may have a dramatic 
effect on a person's health in a short period of time due to 
its ability to readily migrate from one region of the body to 
another without exhibiting any severe symptoms in the 
early stages. Each year, lung cancer claims more lives than 
breast, colon, and prostate cancer combined. It is 
anticipated to be one of the leading causes of death in the 
American population. In the United States, it was 
anticipated that 1,806,590 new cases of cancer would be 
discovered, with 606,520 people at risk of death from the 
disease. According to a National Institutes of Health study 
of lung cancer occurrences and deaths from 2013 to 2017, 
the annual rate of new cancer cases is 442.4 per 1 lakh 
men and women, while the annual rate of cancer death is 
158.3 per 1 lakh men and women. According to the 
National Institutes of Health, about 16,850 toddlers and 
adolescents whose ages falls under 0 and 19 years will be 
diagnosed with cancer in 2020, with 1,730 of them dying 
of the disease[7]. 

 

Fig -3: Death Rate Trend of Lung Cancer in the US. 

1.4 Overview of the scenario 

Only 15% of lung tumors are detected in their early 
stages. Various methods are being followed to treat this 
disease like chemotherapy etc. However, lung cancer 
patients with various clinical stages have drastically 
varying prognoses. Patients in stage IA groups who have a 
survival rate of 5 years are more than 90%, while patients 
in stage IV who have a survival rate 5-years is fewer than 
10%. However, the survival probability further falls to 
3.5% when cancer tends to spread to different other 
organs. Thus, faster diagnosis of lung cancer is a critical 
step to provide improved chances of survival. Early 
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detection of this cancer depends on how accurately the 
malignant nodules present in the lungs are detected in CT 
scans. 

 

Fig -4: CT scans identified a lung nodule which, over 11 
months progressed and was confirmed as lung cancer 

later. 

1.5 Convolutional Neural Network 

In our project we will be performing medical image 
analysis on the images of lung CT scans, analyse them and 
perform lung cancer detection. The deep learning model 
that has more significance when it comes to dealing with 
medical image analysis is the Convolutional Neural 
Network[8]. In our research, we develop our own 
convolutional neural networks and use a few approaches 
to improve the accuracy of our model and also employ the 
prebuilt architectures, namely RESNET50 and XCEPTION, 
trained on the image net dataset. 

1.6 Glimpse of working methodology of our 
proposed CNN model 

The working methodology of our proposed CNN 
models begins with taking the CT scans of various cases 
from the IQ-OTH/NCCD lung cancer dataset. Then we 
segment the lung parenchyma and slice the radiographs 
using image pre-processing methods to obtain the sliced 
image of the lesion which is fed to the convolutional neural 
network as an input image. The input image then goes 
through the different layers of the CNNs.  

Input -> Droupout -> Convolution -> RELU -> Pooling -> 
Convolution -> Softmax-> Dense -> Pooling -> RELU  -> Fully 
connected layer  

 

 

 

‘ 

 

Fig -5: The architecture of the proposed CNN model to 
classify sliced CT scan input images as malignant or 

benign. 

The CNN system extracts the potential features while the 
model is being trained on a set of a variety of images from 
the IQ-OTHNCCD lung cancer dataset[9]. Later when a new 
test input is given to the proposed CNN model, it compares 
learned features with the input data and classifies the 
inputted sliced tumor to be either normal or benign or 
malignant. 

2. LITERATURE REVIEW 

In [10], the researchers propose a model to help in the 
identification of lung nodules, that transfers and enhances 
a CNN with many resolutions for lung nodule candidates 
categorization through knowledge transfer. Small nodules 
with poor resolution and big nodules with high resolution 
can both be identified using this approach. The 
methodology used in the research includes various steps 
namely rough candidate nodule finding and judgment. The 
results of the experiments performed by the authors 
during the course of this research suggest that it is 
possible to overcome the challenge posed by the wide 
range of sizes and forms of lung nodules, as well as 
diverseness in finding nodules using this approach. 

In [11] the authors provide a unique multitask 
convolutional neural network (MT-CNN) architecture for 
distinguishing and finding the cancerous and non-
cancerous nodules on Lung CT scans. To increase lung 
nodule classification performance, an image regeneration 
methodology is applied as an supplementary work from 
nine two-dimensional (2-D) images deconstructed from 
various angles of each nodule, this model learns the 
properties of 3-D tumour segmentation. characteristics. 
Each 2-DMT-CNNmodel has two tasks: one for nodule 
categorization and the other for picture reconstruction 
(auxiliary task). 

The HSN model in [12] is a neural network that 
combines a lighter 3-dimensional CNN for learning deep 
3D structural and dimensional information with a 2-
dimensional CNN for collecting detailed semantic features 
of multiple slices of CT scans in a single network. 
Spatiotemporal-separable 3D (S3D) convolutions are 
employed to deal with the complex dimensional features 
of CT scans and reduces the cost that is required for 
working with 3DCNN) → To cope with the complex 
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dimensional characteristics of CT scans, Also, dilated 
convolutions in 2D CNN so as to memorize a plethora of 
semantic information about minor things. Moreover, to 
combine both 2D and 3D features effectively, a hybrid 
features fusion module is designed in this HSN network. 

In [13], to address the tough problem of correctly 
categorizing nodules in this research, the authors 
proposed a Multi-Branch Ensemble Training architecture 
based upon 3D convolutional neural networks (MBEL-3D-
CNN). Three fundamental concepts are combined in this 
method: The first step is to create a 3D-CNN that 
maximizes the use of structural and dimensional features 
of lung lesions in 3D space; the second stage is to 
incorporate an MBEL-3D-CNN which is well suited to 
lesion diversity; and the third stage is to use ensemble 
learning to improve the 3D- CNN model's generalization 
performance. In addition, the authors used offline heavy 
mining techniques to allow the model to 
handle indistinguishable positive and negative data. 

3. DATASET DESCRIPTION 

In this project We employ thoracic computed 
tomography (CT) images for lung cancer screening from 
the Iraq-Oncology Teaching Hospital/National Center for 
Cancer Diseases (IQ-OTH/NCCD) lung cancer dataset. CT 
scans were mostly stored as DICOM files in this collection. 
This dataset was compiled over a three-month period in 
fall 2019 from the aforementioned locations. In these two 
centres, oncologists and radiologists labelled the IQ-
OTH/NCCD CT scan slides of patients diagnosed with 
various stages of lung cancer.The source of the dataset is 
Kaggle which is a data science and artificial intelligence 
platform. The dataset contains 1190 images totally. These 
1190 images are the CT scan slices of 110 cases, each case 
approximately having 10 slices. These images are 
categorized into 3 classes: normal, benign, and malignant. 
Out of these, 40 cases are malignant cases; 15 cases are 
benign cases; and 55 cases are normal cases[14].  

In this project we try to build the Convolutional Neural 
Network to classify the images into one of the three 
classes. Primarily the nodules with a diameter less than 
3mm are considered as non-nodule and tiny nodule and 
are not taken into consideration since they have no clinical 
significance. and nodules with a diameter greater than or 
equal to 3mm were taken into consideration. 

 

 

Fig -6: Lung nodule categories in our dataset. 

4. PROBLEM STATEMENT 

The goal of this project is to create a computer-aided 
design system that takes lung CT scans as input  to help in 
the early detection of lung cancer by classification of lung 
cancer by accurately classifying lung nodules as normal, 
benign, or malignant using a variety of deep learning 
approaches. In this project, we will create an application, a 
lung cancer detection system, to assist clinicians in making 
better and more informed judgments when diagnosing 
lung cancer. This will aid in early identification of lung 
cancer, which will reduce the number of fatalities caused 
by tumour severity. 

5. PROJECT OBJECTIVES 

1) The primary goal of this project is to develop a reliable 
lung nodule detection system that will aid in the faster and 
timely detection and diagnosis of lung cancer.  

2) To create a system that reliably predicts cancer by 
accurately diagnosing tumors of all sizes, especially the 
small lesions that go undiagnosed most of the time, as well 
as spotting the tumour site in the lungs.  

3) To enhance the accuracy of identifying the cancerous 
nodules in the lungs in clinical assessment with CT scans 
by  effectively pre-processing the raw input images and 
applying right classification algorithms. 

4) To implement efficient and accurately predicting deep 
neural network models using Convolutional Neural 
Networks. 

6. PROPOSED SYSTEM METHODOLOGY 

Our lung cancer detection system is firstly fed with the 
IQ-OTH/NCCD lung cancer dataset that contains CT scans 
to enable computer-assisted systems in the identification, 
categorization, and quantification of lung nodules. We take 
the radiography images provided in the dataset and 
perform image processing on it to obtain the sliced image 
of the pulmonary lung nodule. Here the essential crucial  
information is the image of the tumour in the lungs which 
is given as input to our convolutional neural network 
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model. Alongside performing image processing we also 
perform image enhancement where we play suitable filters 
to the input image to remove unnecessary noises so as to 
prevent misleading results that may occur in subsequent 
processes. Then we apply OpenCV and Numpy functions on 
the input and separate the .png image files and image data 
arrays. The image data arrays obtained are then pre-
processed and are made suitable for the use of 
classification. The pre-processed data is then fed to the 
Deep Learning Model. The deep learning model in our 
project contains a number of convolutional, RELU, pooling, 
dense and dropout layers[15]. The sliced image of the 
pulmonary lung nodule which is fed to our deep learning 
model goes through many layers of the neural network 
where convolution takes place. A convolution is the 
preliminary process where we apply a suitable filter to an 
input to produce an activation[16]. When the same filter is 
repetatively applied to an input, we obtain a feature map, 
which displays the various supporting and contrasting 
feature in an input, in our case the feature is the nodule 
which is either malignant benign. The output from the 
convolutional layers reflects high-level characteristics in 
the input after going through a sequence of recurrent 
convolution and pooling layers. This output is then 
flattened and a vector matrix is obtained and connected to 
the output layer by adding a FC layer. The network's 
ultimate levels are known as fully - connected layer. The 
result from the end Pooling or Convolutional Layer, which 
is flattened and then put into the fully - connected layers, is 
the input to the fully connected layer. Flattening is the 
process of unrolling all of the values in an N-dimensional 
matrix into a vector. Following the FC levels, the last layer 
employs the soft-max activation function to decide whether 
the input data is more likely to belong to the malignant or 
benign classes (classification)[17]. These findings, as well 
as the cancerous lesion areas, are shown to physicians in 
order to detect malignant cells, which assists in therapy. 

 

Fig -7: Processes that are involved in building a CAD 
system for lung nodule detection 

7. IMPLEMENTATION 

Lung cancer classification based on chest CT images 
using advanced CNN. In this project we have built our own 
advanced CNN models which constitutes of a number of 
convolutional, ReLu, pooling, dense and droupout layers. 
Additionally, we have worked on employing various pre-
trained models such as Resnet50 and Xception to extract 

more critical  features from chest CT scans, which will aid 
in the rapid detection of whether a tumour is present in 
the patient's lungs or not, and if it is, whether it is a normal 
nodule, benign nodule, or malignant nodule. This work is 
carried out in stages. To begin, we acquired the  IQ-
OTH/NCCD lung cancer dataset from Kaggle, a data 
science and artificial intelligence platform. Following that, 
we examined our dataset. During our study, we discovered 
that our dataset had three sub-directories, one for each 
class. Our dataset includes three distinct classes: normal, 
benign, and malignant. Normal class accumulated the most 
CT scan images. It contained about 555 of the dataset's 
1190 images. Then there's the malignant class, which 
includes around 410 images of all CT scans with evidence 
of malignancy. The benign class has the fewest CT scan 
image samples. In the benign class, there were around 112 
CT scan images. As a result of dataset exploration, we 
deduced that our dataset was skewed. To account for the 
dataset's imbalance, we employ a few techniques while 
developing our CNN models that would certainly balance 
the dataset and bring in some consistency. We use the 
Kaggle notebook where we trained the various CNN 
models. After choosing out dataset, we installed and 
imported all the necessary libraries that are required to 
build our  models. We then loaded the dataset from dist 
onto kaggle. We then concentrated on pre-processing the 
pictures in the dataset, as raw images would produce less 
accurate outputs when given to the CNN models. We pre-
processed and visualized the images in the dataset before 
proceeding with lung area extraction from CT scans. 
Following the extraction of the lung region, each slice in 
that area is segmented to determine the location of the 
tumours. These tumours might be benign, malignant, or 
normal in nature. Then the various CNN models are 
trained on the segmented lesion regions. In this project we 
develop 5 models among which 3 models are advanced 
CNN models built from scratch incorporating various 
strategies to tackle the imbalance in our dataset. The two 
main techniques used to balance the dataset are SMOTE-
Synthetic Minority Oversampling Technique and Class 
weighted approach. SMOTE is a strategy that balances the 
class distribution by randomly adding minority class 
samples through replication, ensuring that the model is 
trained evenly on all classes. We begin by selecting a 
minority class example x and then traversing the feature 
space to find its k-nearest minority class neighbours. We 
then choose an example y from the k-nearest neighbours 
and draw a line connecting them.  Then we generate a 
synthetic instance of minority class along that line. In 
this manner, we replicate minority samples to ensure that 
the dataset is balanced. These new examples, which are 
generated from existing samples, contribute no extra 
information to the model but aid in training it evenly on all 
classes[18].  On the other hand, when we balance the 
samples in a dataset using a class weighted technique, we 
do not duplicate the instances but instead apply weights to 
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each class. We set class weight in such a way that it is 
automatically balanced in order to modify weights in 
inverse proportion to the class frequencies in the input 
data[19]. The other 2 CNN models utilise pre-built 
architectures RESNET50 and Xception. We created the 
training and testing splits on the dataset. About 75% of 
our data is used for training and 25% of the data is used 
for validation. The CNN models are trained on the training 
data and the performance of the models are evaluated on 
test data and predictions are made on new data samples. 

 

Fig -8: The pipeline of working methodology. 

8. RESULTS AND DISCUSSIONS 

8.1. Discussions 

In this project we have demonstrated 3 scenarios 
where we build the Convolutional Neural Network to 
classify the images into one of the three classes- Benign, 
Malignant or Normal. The CNN models were trained using 
Kaggle Notebook and the outcomes of each model's 
training and testing phases are summarized in this section. 
We constructed the models, compiled it, and trained it on 
50 epochs. After training the model, we visualized the 
accuracy and loss graphs, as well as the classification 
report and confusion matrix of various CNN models. To 
begin, Model 1 is the advanced CNN model that is fed 
directly with the unbalanced pre-processed data without 
the use of any approach to mitigate the data imbalance. 
The test accuracy for Model 1 comes out to be 77.77% and 
test loss comes out to be 0.4553.  

The test accuracy and test loss plots for model 1 is 
visualized below. 

 

 

Fig -9: Training and validation accuracy plot for Advanced 
CNN model. 

 

Fig -10: Training and validation loss plot for Advanced 
CNN model. 

The model  has poor accuracy and higher loss percentages 
because of the imbalance present in the dataset. The CNN 
model appears to be well trained on normal cases and is 
biased more towards them as the dataset contains more 
normal cases when compared to malignant and benign. To 
substantiate this, as shown in Figure -11 it is observed that 
when the model is fed fresh input CT scans for cross-
validation, it is biased toward predicting normal instances 
and also falsely forecasts malignant and benign cases as 
normal. 

 

Fig -11: Displaying actual and predicted outputs of 
Advanced CNN model. 
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To assess our model's performance, we employed a variety 
of performance metrics, including recall, F1-score, 
precision, and support[20][21]. Additionally, we tabulated 
accuracy, micro average, and weighted average values. The 
classification report is used to summarise all of these 
values. 

 

Fig -12: Classification report for Advanced CNN model. 

Along with the classification report, we also plotted 
confusion matrix for every classification model to gain 
insight into the predictions by visualizing the accurate and 
erroneous(true and false) predictions made on each 
class[22]. 

 

Fig -13: Confusion matrix for Advanced CNN model. 

In Model 2, we employed SMOTE(Synthetic Minority 
Over-sampling Technique) to overcome the bias that we 
had in model 1. We developed a sophisticated 
CNN+SMOTE model and fed it a balanced dataset. Using 
this technique the accuracy of the model has 
significantly grown to 97.40% (increased by 19.63%) 
and loss was about 0.766. 

 

 

 

Fig -14: Training and validation accuracy plot for 
Advanced CNN+SMOTE model. 

 

Fig -15: Training and validation loss plot for Advanced 
CNN+SMOTE model. 

When cross-checking the performance of the model on 
new input test images, the predictions made are very 
accurate when compared with model 1. 

 

Fig -16: Displaying actual and predicted outputs of 
Advanced CNN+SMOTE model. 

 

Fig -17: Classification report for Advanced CNN+SMOTE 
model. 
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Fig -18: Confusion matrix for Advanced CNN+SMOTE 
model. 

Another technique is being employed in model 3 which is 
the Class weighted approach. In this technique we do not 
synthesize new minority instances between existing 
minority instances and increases the number of instances 
like it was done in previous technique, instead we assign 
weights to every class. The model’s test accuracy goes up 
to 95.18% and test loss is 0.1464 after applying this 
technique. 

 

Fig -19: Training and validation accuracy plot for 
Advanced CNN+Class weighted approach model. 

When cross-checking the performance of the model on 
new input test images, the predictions made are very 
accurate when compared with model1 and is similar to 
that of model2. 

 

Fig -20: Displaying actual and predicted outputs of 
Advanced CNN+Class weighted approach model. 

 

Fig -21: Training and validation loss plot for Advanced 
CNN+Class weighted approach model. 

 

 

Fig -22: Classification report for Advanced CNN+Class 
weighted approach model. 

 

Fig -23: Confusion matrix for Advanced CNN+Class 
weighted approach model. 

Along with these sophisticated CNN models, we created 
models using two pre-trained models, RESNET50 and 
Xception. The Xception model achieved an accuracy of 
81.48% and a loss of 0.5134 during testing. 
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Fig -24: Training and validation accuracy plot for Xception 
model. 

 

Fig -25: Training and validation loss plot for Xception 
model. 

 

Fig -26: Classification report for Xception model. 

 

 

Fig -27: Confusion matrix for Xception model. 

Whereas the Resnet50 model achieved an accuracy of 
76.85% and a loss of 0.6357 during testing. 

 

Fig -28: Training and validation accuracy plot for 
Resnet50 model. 

 

Fig -29: Training and validation loss plot for Resnet50 
model. 
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Fig -30: Classification report for Renet50 model. 

 

Fig -31: Confusion matrix for Resnet50 model. 

8.2 Results 

Table -1: Comparing accuracies and losses of various 
models. 

COMPARING METRICES OF VARIOUS MODELS USED 

Model || Metrics Accuracy    Loss 

Advanced CNN 77.77 0.4553 

Advanced CNN+SMOTE 97.40 0.0766 

Advanced CNN+Class 
weighted approach 

95.18 0.1464 

Xception 81.48 0.5134 

Resnet50 76.85 0.6357 

 

 

Fig -32: Bar plot showing accuracies of 5 models. 

 

Fig -33: Bar plot showing losses of 5 models. 

9. CONCLUSION AND FUTURE SCOPE  

9.1. Conclusion  

In this project, we study the use of image processing and 
deep learning techniques to predict lung cancer nodules in 
vulnerable patients. With the help of the research that we 
did, deep analysis and by gaining in depth knowledge of 
the scenario and its significance in the real world, we were 
able to develop a CNN model for lung cancer detection[23]. 
As a part of building our model we used various 
approaches and carried out image processing and 
classification, which leaded us to coming up with a novel 
system that detects lung cancer nodules with high 
accuracy. We were able to develop a full model that runs 
with more than 95% accuracy on test data. Given the 
difficult nature of the problem, diverseness of the data and 
computing difficulties we faced various challenges 
throughout the process of pre-processing the data so that 
the features in the images can be detected well and also 
working with the imbalanced data was a crucial step[24]. 
The CT scans being in hundreds of images had a memory 
constraint while processing and also was a time 
consuming process.  

9.2. Future Scope  

In this project we have built and trained CNN models 
employing various techniques like SMOTE and Class 
Weighted Approach to detect lung cancer nodules and 
were able to achieve good accuracies. Additionally, we 
developed CNN models using pre-trained architectures 
such as Resnet50, AlexNet and Xception. However, the 
accuracy of pre-trained models is significantly lower than 
that of the first three models. Thus, there is an opportunity 
to work on the models and determine which pre-trained 
model is the best match for this scenario and can be 
utilised for feature extraction and prediction of malignant 
cells with high accuracy[25]. Image classification being one 
of the most complicated and crucial stage of our project, to 
process the images rightly we can use wide range of deep 
learning technologies and figure out which one obtains 
more accuracy[26]. At each stage of the project, there a 



          International Research Journal of Engineering and Technology (IRJET)       e-ISSN: 2395-0056 

                Volume: 09 Issue: 04 | Apr 2022              www.irjet.net                                                                         p-ISSN: 2395-0072 

 

© 2022, IRJET       |       Impact Factor value: 7.529       |       ISO 9001:2008 Certified Journal       |     Page 3236 
 
 

possibility that we can use different techniques like 
making use of pre-trained models like Xception, Googlenet, 
etc, instead of using traditional CNNs for feature extraction 
and other modules for deep learning could be combined 
with deferent loss function, layers and optimization 
technique which would overall lead to a better model. In 
this project we have used the publicly available IQ-
OTHNCCD lung cancer dataset which has 1190 CT scan 
images. There is also a scope of using different dataset 
which contains wide varieties of CT scans for the models 
to be trained on to accurately understand the nature of CT 
scans that are cancerous. Furthermore, we can work on 
the LIDC-IDRI cancer dataset[27], which is genuinely 
available from the cancer imaging archive and contains 
DICOM files containing collective information about the 
patients as well as multiple CT scan slices for a single 
patient, which will be extremely useful in detecting cancer 
much more precisely. 
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