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Abstract – The evolution of Internet of Things has served 

up the catalyst in the field of technology. Automobile 
manufacturers such as Ford, Audi, Hyundai, Tesla, and other 
companies are investing billions of dollars in autonomous 
vehicle driving research. According to the new information, in 
the next 30 years, this fast-developing industry will be worth $ 
7 trillion. This will create a shift on the way cities are 
planned, as less parking      spots  will be needed, and secondly, in 
a developed city with most of its vehicles being connected and 
autonomous, traffic optimization will be able to be strongly 
applied by coordinating movement of the vehicles. 

  1. INTRODUCTION  

Over the last years the automotive industry has advanced 
significantly towards a future without human drivers. 
Researchers are currently trying to overcome the 
technological, political and social challenges involved in 
making autonomous vehicles mainstream. These vehicles 
need to be safe, reliable and cost-efficient. Connecting them 
and creating coordination mechanisms could help achieve 
these goals. This project proposes a self-driving Radio 
Control car. This car runs in an artificial environment. The 
environment consists of various real life obstacles, traffic 
signals, speed boards, etc. The car has to run and adjust 
according to the environment. This project focuses on lane 
driving, obstacle detection and road signs. This is a small 
scale representation of the self-driving car using various 
Deep Learning, Computer Vision techniques. With the 
increase in the size of the model the complexities increase as 
well. The project focuses on basic driving features 
considering the safety and cost of the model. 

2. LITERATURE REVIEW 

Mohammed A.A. Babiker et al.[1] made use of the Unity 
platform to build the simulator of the car and its environment. 
The model uses 2 Neural Networks viz Convolutional Neural 
Network and VGG16 model. CNN algorithm was used to 
predict the output of the steering angle and VGG16 model 
was used to detect the traffic lights. Initially the data was 
collected by driving the car manually and the data obtained 
was used to train the neural networks. The camera collects 
the image which in turn acts as an input to the CNN 
algorithm. The predicted values help the car to move 
accordingly. The model had an accuracy of 86% and was able 
to detect different road features. 

Uvais Karni et al.[2] used Image processing, Deep 
learning, Raspberry Pi, Arduino to build a small-scale version 
of an autonomous RC car. CNN was chosen by the author 
because of its high efficiency and low time taken to build the 
model. Neural network and Random Forest were so that the 
model car would run without any errors after being trained 
on all sets. Raspberry Pi camera captures the image and the 
neural network is loaded on the same Raspberry Pi 
Microcontroller. The model is trained several times using 
CNN. Sigmoid and cost functions were used to minimize the 
errors in the model for smooth functioning of the car. Since 
they loaded the model on the Micro controller itself, The 
future scope of this project will be loading the model on a 
Laptop/PC for faster outputs. 

Jaychand Upadhyay et al.[3] has built a simulation of 
Autonomous driving car using a unity gaming module. Deep Q 
learning instead of Deep learning was used, Deep learning 
using CNN gives output as a classification whereas Deep Q 
learning gives the output as Q points. Q points are given when 
the model is built and tested successfully, if it throws some 
error then we get Q points in negative. The model always 
tries to attain a high number of Q points. The future scope of 
this model is implementing the same model in a real small 
scaled RC car so that it can be used in the future. 

 3. PROPOSED BLOCK DIAGRAM 
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 The RC Car is trained in a virtual environment. The 
environment is created by taking into consideration the real 
life situations. The car is trained many times to get higher 
accuracy. The Pi Camera attached on top of the car captures 
the images. The images are processed by Raspberry Pi 
Microcontroller. 

Image pre-processing is done using OpenCV. The image input 
is then taken and feature extraction takes place using CNN 
algorithm. The images are pooled pixel by pixel manner. This 
gives higher accuracy to the model. 

After pooling the images are classified and divided into 
classes, the final output is obtained. The output is then sent to 
the Arduino Microcontroller. The microcontroller reads the 
NN output and simultaneously triggers the car according to 
the output. The car moves according to the signal received 
from Arduiono. 

 

4. IMPLEMENTATION  

4.1 Algorithms  

A Convolutional Neural Network (ConvNet/CNN) is a 
Deep Learning algorithm which can take in an input image, 
assign importance (learnable weights and biases) to various 
aspects/objects in the image and be able to differentiate 
one from the other. The pre-processing required in a 
ConvNet is much lower as compared to other classification 
algorithms. While in primitive methods filters are hand-
engineered, with enough training, ConvNets have the ability 
to learn these filters/characteristics. . The architecture 
performs a better fitting to the image dataset due to the 
reduction in the number of parameters involved and 
reusability of weights. In other words, the network can be 
trained to understand the sophistication of the image 
better. 

 

 
4.2 Working of the Project 

● First step of our project was to load the training 
data. The dataset consists of 67 images of the 
environment that was created artificially. It has 
several images of roads that go straight, towards 
the left and towards the right. 

● The training data is stored as an npz file (Numpy 
array zip) and is given as an input to the Model. 

● We have used the sequential model that CNN 
provides. ‘Relu’ and ‘Softmax’ activation 
functions were used. 

To train the model we used ‘adam’ optimizer. 

 

● After 50 epochs our model was ready to be tested. 
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● In order to run the Self driving car, we have used 3 
Server socket connections which will collect the 
data from raspberry pi. They are: 

○ A connection where the raspberry pi acts 
as client and the computer acts as a host. 
This is done to send the image stream 
that is captured from the Raspberry Pi 
camera. 

 

○ A connection where the computer acts as 
a client to the raspberry pi. Once the 
image stream is loaded in the computer, 
the image is sent to the trained model we 
have made (shown above). The 
predictions from the computer are sent 
to the raspberry pi. 

○ A connection where the raspberry pi acts 
as a client to the computer in order to 
send the details that are collected by the 
Ultrasonic HC-SR04 sensor. 

4.3 Implementation of Features: 

● Obstacle detection: Using the Ultrasonic HC-SR04 
sensor the car detects the obstacle at the distance of 
30-40cms and stops for 2 seconds and then changes 
its lane and moves forward. 

● Traffic Signals & Road Sign Detection: In order 
to detect the signals we have a pre-trained cascade 
classifier model in OpenCV. A cascading classifier 
detects a frame as positive or negative so each 
classifier will check each frame for positive samples, 
if the sample is not found the sliding window moves 
to the next frame. The next frame is checked again 
for a particular classifier. This goes on till the entire 
frame of the video is covered.  

 

● Lane Detection: A trained Convolutional Neural 
Network model is used to predict the next move of 
the car. If the road is moving towards the left, the 
prediction given by CNN will be a left turn. During a 
left turn, the Model sees whitespace of the floor on 
the right and black chart paper on the left, which 
triggers a Left turn prediction. 

5. RESULTS  

 

           The picture depicts the hardware prototype of our self-
driving car model made using CNN and IOT devices. The 
black chart paper here acts as an artificial environment on 
which the prototype will work abiding by rules that we have 
stated. 
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To automate the car following hardware specifications are 

required: 

                       Validation Accuracy 

Above is a picture which displays the training and         
validation accuracy. The training data which consisted of 
images of the environment was given to the CNN model. The 
training accuracy increased over time i.e. the model kept on 
learning on itself in the 50 steps. Validation data was passed 
over the testing dataset and the validation accuracy was 
acquired. In the second image both the training and testing 
errors were less than 0.4 which proves that the model is 
accurate in predicting the directions in which the car should 
travel. 

 

Above two images show an example of what the 
Raspberry Pi camera records. The first one perceives a 
straight road whereas the second picture sees the road take 
a right turn. 

The pictures are recorded at every click from the 
keyboard given to the model. 

 

Hardware Functionality Voltage 
Specification 

Raspberry  Pi  
3B+ (with plastic 
cover) 

Used as a chip 
computer 

5 V 

(>2.1 A) 

Raspberry Pi camera v2 Used as a camera to 
capture 
Images 

Works along with 

 Raspberry PI 

DC Motor Used to rotate the 
wheels of 
the car 

5V 

Arduino Uno Used as a 
microcontroller that 

sends analog signals to 
DC Motor 

5V 

Power Bank *2 Used to provide 
electric 
supply 

Output: 5V 2.4A 

Ultrasonic HC-SR04 
Sensor 

Used to detect the 
distance between the 

sensor and the obstacle 

5V 
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This figure has two components, the one on the left is the 
Image being transmitted from the raspberry pi cam to the 
computer and hence the image loaded notification pop ups 
in every second. On the right is the normal image stream 
that the camera has recorded. 

 
Figure _ is the main implementation of the codes that we 
have used. Server Sockets are used to transmit data 
between the Raspberry Pi and the Host computer over the 
same network. 

As you can see, the picture on the right shows the road 
going straight and then turning left. In the same way we can 
see the model predicting forward first and then a left.(on 
the top left of the image). 

6. CONCLUSION  

Self-driving cars are the future of the automobile industry. In 
our proposed model, implementation of self driving cars can 
be cost efficient and still give higher accuracy rates. The car is 
trained to move in a virtual environment which is similar to 
the real life environment and functions just like the human 
mind does while driving. Lane driving, lane changing, traffic 
rules, etc are the major factors this model is focusing upon. 
This model can be implemented on a large scale though the 
complexities will increase with the increase in the size of the 
project. Hence, a cost efficient model with high accuracy rates 
is what the proposed model is all about. 
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