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Abstract - Closed Circuit Television (CCTV) has been used in 
everyday life for various needs. In its development, the use of 
CCTV has evolved from a simple, passive surveillance system 
into an integrated intelligent surveillance system. In this 
article we propose a facial recognition on CCTV video system 
which can generate timestamp based data on the presence of 
target individuals, augmented for specific usage and purposes 
of modern day surveillance scenarios. This is proposed to be 
done with a three step approach of detection, super resolution 
and recognition. We also intend to explore the possibility and 
various outcomes which come from implementation of a 
Siamese network as a part of face recognition component for 
recognizing unbounded face identity and subsequently doing 
one shot learning to record newly recognized identity. 
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1. INTRODUCTION  
 

Facial expressions and features are one of the most 
distinct traits that everyone has. Face recognition can be 
used to identify ownership or to ensure that two face images 
belong to the same person or not. Today, face recognition is 
already in use in various fields such as the military, 
surveillance, mobile security system, etc. The emergence of 
facial recognition techniques is enhanced as it uses seep 
learning as the backbone. In 2014 DeepFace [34] was 
introduced as the first face recognition method using deep 
learning with really good performance around 97.35% 
accuracy. This practice is further developed over advanced 
models such as FaceNet [33], VGGFace[32], and VGGFace2 
[24] with precision more than 99%. Most advanced face 
recognition systems are not designed and trained for low 
resolution recognition. Although in reality very few systems 
are capable of capturing high resolution images. Computer 
performance is another barrier that needs to be considered. 
Not all face recognition systems operate on supercomputers 
having multiple GPUs. We need to develop a system that can 
run on a slow computer and even a cell phone. 

 
In this paper, we will focus on building a comprehensive 

low-resolution facial recognition system. The complete 
system contains at least three main components which are 
face detection, resolution adjustment or image enhancement, 
and face recognition. We will also compare between various 
approaches and techniques for each component to decide 
upon which is the better for facial recognition activity and is 
the most lightweight model that can work on cheaper 

devices. The Siamese network will be used as part of the face 
recognition feature so that our system can detect unbounded 
identity and perform one-shot learning to record the feature 
of the newly identified identity. This will be done with the 
end goal of providing laymen to use the tool with ease from 
mobile devices. 

 
So to summarise it all, Person Identification and 

Acquisition tool is a proposed solution for cutting down 
hours of manpower invested in video footage scouring 
during several day to day law enforcement and defence 
scenarios. It can be adapted and modified for various other 
purposes with foremost example of such an application 
being semi-tracking and tracing of a target individual based 
on video based data. 

 

2. LITERATURE REVIEW 
 

A. Hinori Hattori (2018)[1] worked on a pedestrian 
detector and pose estimator system for static video 
surveillance which in reference to the work we 
intend to do proposes a solution for scenarios where 
there are zero instances of real pedestrian data (e.g., 
a newly installed surveillance system in a novel 
location in which no labeled real data or 
unsupervised real data exists yet) and a pedestrian 
detector must be developed prior to any 
observations of pedestrians. 
 

B. Kamta Nath Mishra (2019)[2] this study proposes a 
solution for human identification based on the 
human face recognition in images extracted from 
conventional cameras at a low resolution and quality 
through optimal super resolution techniques and 
proposes pipelines which can help in the process. 
 

C. P. Satyagama (2020)[8] seemed to explore the 
concepts of using Siamese network as a part of face 
recognition component for recognizing unbounded 
face identity and subsequently doing one shot 
learning to record newly recognized identity while 
addressing the issue of low resolution recognition 
scenarios.  
 

D. Anurag M. (2002)[18] presented a method that uses 
multiple synchronized cameras to track all the 
people in a cluttered scene while segmenting, 
detecting and detecting their movement at the same 
time. It introduces an algorithm based on region 
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data that can be used to search for 3D points inside 
an object if we are aware of the regions within the 
object from two different viewpoints. People were 
constrained to move in only a small region.. 
 

E. Koen Buys (2014)[10] approach relies on an 
underlying kinematic model. This approach uses an 
additional iteration of the algorithm that segments 
the body from the background. It presents a method 
for RDF training, including data generation and 
cluster-based learning that enables classifier 
retraining for different body models, kinematic 
models, poses or scenes. 

 

 3. GAP ANALYSIS 
 

Facial expressions and features are one of the most 
unique traits that everyone has. Face recognition can be used 
to identify ownership or to ensure that two face images 
belong to the same person or not.  

Today, face recognition is already in use in various fields 
such as the military, surveillance, mobile security system, etc. 
The emergence of facial recognition techniques is enhanced 
as it uses in-depth learning as the backbone.  

A. In 2014 DeepFace was introduced as the first face 
recognition method using in-depth learning with 
really good performance around 97.35% accuracy. 
This practice is further developed over advanced 
models such as FaceNet, VGGFace, and VGGFace2 
with precision performance affecting more than 99%.  

B. Most advanced face recognition systems are not 
designed and trained for low vision correction. 
Although in the case of actual use, not all face 
recognition systems can achieve a high-resolution 
facial image. Computer performance is another 
barrier that needs to be considered. Not all face 
recognition systems operating on supercomputers 
have multiple GPUs. 

C. We need to develop a system that can run on a slow 
computer and even a cell phone and/or on 
distributed systems. 

D.  In this proposal, we will focus on building a 
comprehensive low-resolution facial recognition 
system. The complete system contains at least three 
main components which are face detection, 
resolution adjustment or image enhancement, and 
face recognition.  

E. We will also compare between strategies for which 
each component collects information on which is the 
best face-to-face facial recognition activity and which 
is the most lightweight model that can work on 
cheaper devices.  

F. The Siamese network will be used as part of the face 
recognition feature so that our system can detect 
unlimited identity and perform one-on-one reading 
to record the feature of the newly identified identity. 
This will be done with the end goal of providing 
laymen to use the tool with ease from mobile devices 

4. OBJECTIVES 
 

A. Given still(s) & video images of a scene, identify or 
verify one or more target individuals of whom the 
still(s) have been provided for. The solution should 
look for optimization for implementation on CCTV 
footage (enhancing recognition). Certain conditions 
must be satisfied in the output in the post recognition 
stage:- 

 The system needs to report back the decided 
identity from the input of target (known) 
individuals. 

 Timestamps indicating the presence of the 
suspected match of target individual must be 
intimidated to the user. 

B. The primary objective of the system is to create a 
solution which can provide timestamp based data 
about the presence of the target individual when 
provided with a facial sample of the target individual 
and the footage to be scoured. 

C. The secondary objective is to cut down time and 
effort in several Law enforcement scenarios which 
arise in due course of any case/situation in major 
metropolitan cities in India by empowering the foot-
soldiers with accurate and easy to use tools. 

5. PROPOSED METHODOLOGY 
 
    Our approach is based on experimental research methods, 
where we experimentally decide on the best possible 
technique for each stage of the proposal based on a certain 
dataset. We will then evaluate the result of the whole system 
with different configuration using accuracy and execution 
time metrics. 

The system can be broken down into three major 
functional components: 

A. Face detection 

B. Super resolution 

C. Face recognition 

The basic approach for such a system, with every component 
connected into a pipeline so that a full system of Low 
resolution face recognition is as shown in the flowchart 
below 
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Fig -1: Proposed Pipeline 
 

A. First stage of system pipeline is a face detection 
component which serves the roles of collecting the 
frames from the video at specified rate based on 
system capabilities or form a direct camera feed and 
detect every face on each frame and yield a set of 
cropped face images that are detected on frame 

B. In the Second stage, the face images are needed to be 
uniformed to one size by using Super resolution 
component. It serves the role to resize all detected 
face images, by the use of two main operations: 
Upscale and downscale. Upscaling is executed with a 
deep-learning based technique with purpose to 
collect better low resolution image and Downscaling 
is done with standard bicubic interpolation 
technique. 

C. The third and the final stage of the pipeline runs the 
Face recognition component. The role of this stage is 
to identify the face image with known face identities 
that are already recorded in database or provided by 
the user, and then save the recognition log to a 
database or throw output immediately intimidating 
the presence of target individual in the frame ,with a 
timestamp. Here, the resized images given to this 
component will be extracted to face feature vectors 
by a deep-learning based face feature extraction 
model and then the resulted vector and every 
existing face feature vector in the database or input 
will be fed to a Siamese classifier. The classifier will 
yield the confidence rate to determine whether the 
two face features belong to same identity or not  

6. CONCLUSIONS 

 In conclusion the proposed project wishes to address and 
positively solve the lack of modern investigatory tools which 
use technologies which define today’s world the way we 
know it. Here we address the specific lack of a truly 
malleable tool which can assist “non tech savvy” or computer 
illiterate personnel in dynamic video based evidence 

gathering or tracking-tracing scenarios which surface on a 
day to day basis in any law enforcement organization in the 
world which is tasked to a major metropolitan city. 
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