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Abstract - Sign language is an extremely important 
communication tool for many deaf and mute people. So we 
proposed a model to recognize sign gestures using YOLOv5 
(You only look once version 5). This model can detect sign 
gestures in complex environment also. For this model we got 
the accuracy of 88.4% with precision of 76.6% and recall of 
81.2%. The proposed model has evaluated on a labeled dataset 
Roboflow. Additionally we added some images for training and 
testing to get better accuracy. We compared our model with 
CNN (convolutional neural network) where we got accuracy of 
52.98%. We checked this model for real time detection also 
and got the accurate results. 

 
Key Words:  YOLO (You Only Look Once), CNN, Deep 
Learning, Python, OpenCV 
 

1. INTRODUCTION  
 
In our surrounding we can see there are people having 
various disabilities and some of them are found to be deaf 
and mute. To communicate with others, those people need to 
learn sign language and normal people are unable to 

understand sign language. This problem causes 

miscommunication between people. Due to this 
miscommunication mute people can live isolated from 
society. They can’t able to take part in social events or any 
discussion. This create big gap between normal people and 
people with disabilities. We can reduce this gap by using 
technologies like computer vision, deep learning etc. So this 
is the main reason to choose this project. Our project 
constructed the model to understand the sign language from 
the user (can be mute or normal) and translated it into the 
understandable text. There are many object detection 
algorithms in deep learning. This paper includes the 
comparison between general CNN and YOLO and why YOLO 
is better. There are different versions of YOLO like YOLO v1, 
v2, v3, v4 and v5. In our model we have used the latest 
version of YOLO which is YOLOv5. YOLO v5 model runs 
about 2.5 times faster than other versions while managing 
better performance in detecting smaller objects. Our model 
can detect the static images as well as gestures from on 
camera (video). 

 

2. RELETED WORK 
 
We studied several research papers which proposed CNN 
algorithm for sign language system but CNN is significantly 
slower due to an operation such as maxpool and we checked 
CNN for real time detection but it gave inaccurate results. 
Hand detection and image processing needs to be done in 
CNN which increases processing time. In contrast, YOLO is 
specifically developed for real time system. We used latest 
version of YOLO i.e. YOLOv5 in our project. 
 

3. METHODOLOGY 
 

 
Fig -1: Methodology 

 
First we have selected the sign language dataset and from 
that dataset we have fetched the images. Using image 
processing we have converted those images into pixels. We 
did this image processing for CNN. Then in dataset splitting 
we have divided this dataset for training and testing 
purpose. Using this training and testing samples we have 
trained and tested our model. At last we have created the 
user interface for real time detection. If Images/features in 
the training dataset are tilted or rotated then CNN have 
difficulty in classifying those images. 

4. DATASET SELECTION 
 

   
 

Fig -2: Sample images from Dataset 
 



          International Research Journal of Engineering and Technology (IRJET)       e-ISSN: 2395-0056 

                Volume: 09 Issue: 04 | Apr 2022              www.irjet.net                                                                         p-ISSN: 2395-0072 

 

© 2022, IRJET       |       Impact Factor value: 7.529       |       ISO 9001:2008 Certified Journal       |     Page 956 
 

In our project we used Roboflow dataset. This dataset 
contains 1728 images and additionally we have added our 
own 422 images to get better results. There are 1752 images 
for training, 248 are validation and 150 for testing. The 
features/images are in .jpg format and labels are in .txt files. 
These text files include label/sign gesture, x-coordinate, y-
coordinate, height and width of the image. These images are 
in unstructured format as we can see in figure 2. The 
significance of this dataset is the images have unclear 
background which makes it difficult to recognize the 
alphabets. The images taken in the real time mode do not 
have a clean background, so if we use a regular dataset 
chances are the model won’t work efficiently in real time. So 
for real time detection we have used this dataset. 

5. CNN (CONVOLUTIONAL NEURAL NETWORK) 

 
CNN or Convolutional neural network is a deep learning 
neural network i.e., we can think CNN as a machine learning 
algorithm that can take an input image, assign an importance 
to an object and then to be able to differentiate between one 
object and others. CNN works by extracting features from 
the images. Any CNN consist of three things which are – an 
input layer which is a grey scale image, then output layer 
which is the binary or multiclass labels and third hidden 
layers which contains convolution layer, RELU and then 
pooling layers and finally there is artificial neural network to 
perform the classification. Now let’s see CNN architecture. 
 
 

 
Fig -3: CNN Architecture 

 
In CNN architecture, first we have an input image. Then we 
need to convert it into pixels. For simplicity let’s consider an 
image size of 8x8. Then we can perform the convolution by 
passing the image through convolutional filter which would 
be of size 3x3. This convolution filter will go through each 
and every part of the image; we called them as strides and 
extract all the important features. These convolutional layers 
are in multiple numbers and here we have considered them 
35. So it will extract different 35 features from the image. 
From this convolution we will get a new image of size 6x6. 
We can also call this convolution result as feature map. Then 
we have RELU activation function to bring non-linearity in 
our model. So what it will do is, it will take our feature map 
and whatever negative values are there, it will just map them 
to 0. And if values more than 0 then it will keep them as it is. 

Now here we can see huge amounts of dimensions, so it will 
lead to curse of dimensionality and computations are more. 
In order to overcome this, we will pass this image through 
max-pool layer. Here the size of max-pool layer we have 
considered as 2x2. This max-pool layer will go through each 
and every layer of the 6x6 image on each 4 pixels and pick 
the value having more probability. So due to this max-pool 
layer, the size of the image will get reduced to half i.e., 3x3. 
All these steps repeated many times and once we are done 
with that, we will flatten the entire layer and this is going to 
be a simple artificial neural network. Every time what 
happens over here is, we are going to pass these features 
through multiple layers or deep layers and then we can 
perform classification here. In this artificial neural network, 
in order to perform the classification in our last output layer, 
we will pass an activation function as SoftMax. Because 
softmax gives us the probability which would range from 0 
to 1. So, this is the architecture of convolutional neural 
network. 
 

6. LIMITATIONS OF CNN 
 

Convolutional neural network has max pooling layers which 
lead to slow processing. CNN has many layers for training, so 
the computer takes a lot of time for training the model. CNN 
requires a lot of data points for training the model. In 
contrast to CNN, coordinate frames can’t be used. These 
coordinate frames are the part of computer vision. These 
frames are used to keep track of the orientation and different 
features of an object. In real time detection we need to define 
the frame for detection of objects. It will detect images only 
in constrained area. So this is the main disadvantage of CNN. 
YOLO can detect images at any position with fast processing. 
So this is the main reason why are we choosing YOLO. 

7. YOLO ALGORITHM 
 
YOLO stands for You Only Look Once. YOLO algorithm is 
specifically designed for real time object detection. YOLO 
employs regression methods for detection and provides 
probabilities for the output classes. Along with the 
probabilities of the classes, bounding boxes are also 
generated for the detected object. To summarize, YOLO 
predicts the result in the single execution of the algorithm.   

There are five versions of YOLO. Yolov1 was the first version 
ever to be introduced. This was the milestone in the field of 
computer vision and object detection. Yolov2 was the faster 
and more precise version of previous one. This version 
provided the processing at 40-50 fps. Yolov3 provided 
tradeoff between accuracy and precision. Further v4 and v5 
were developed. V4 had more accuracy than previous 
versions while v5 had pytorch implementation. How YOLO 
works? 
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Fig -4: YOLO Algorithm 

Firstly, the image is divided into number of grids. Each grid 
has a dimension of m x m. Hand detection is done for every 
grid cells. When an object is detected in the grid, bounding 
boxes are generated. Every bounding box has 4 parameters: 
height, width, center of the box and class of the object 
detected. This leads to formation of multiple bounding boxes. 
So, finally IOU (Intersection over Union) is calculated for all 
the boxes and the boxes with highest IOU are selected. We 
have given 26 classes i.e., class for each alphabet for training. 
So, the algorithm is trained to detect hand in the given image 
and predict the alphabet denoted by that hand sign. The 
primary advantage of YOLO is the small processing time, 
which counts a lot when developing a computer vision 
model. 
 

8. IMPLEMENTATION 
 
For the implementation, we used a dataset consisting of 
hand images depicting hand signs having different angles 
and backgrounds. For training the model, yolov5 model is 
cloned from the repository. The training module of yolo is 
programmed for detecting the hand and training the model 
for prediction. After train-test-validation split, the data is 
provided to the yolov5 model. The trained model has weight 
files which will be used for detection of the alphabets. The 
final model has mAP i.e., mean average precision of 0.88, 
with precision of 0.76 and recall of 0.81. 

 

9. COMPARISON TABLE OF CNN VS YOLO 
 

Table -1: CNN VS YOLO 
 

Parameters CNN YOLO 
Accuracy Less More 

Accuracy score 0.53 0.88 
Processing time Slow Fast 

Real time 
detection 

Slow Fast 

 
 

10.  YOLOV5 MODEL RESULTS 
 

 
Fig -5: Confusion Matrix 

 

Fig -6: F1- Curve 

                    Fig -7: P- Curve 
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Fig -9: PR- Curve 

 
 

 
 

Fig -10: Training and Validation losses 
 
 
 
 
 
 

 

10. DETECTION RESULTS 
 

  

  
 

3. CONCLUSION 
 
In this paper, we have explained a model based on the 
YOLOv5 for sign language recognition. With an accuracy of 
88.4%, the new sign gesture recognition model can detect 
real time objects and gestures from video in real time. 
Additionally, we compared the performance and execution 
times of YOLOV5 with other models, and found that our 
proposed model was more successful at extracting required 
features from the hand sign and recognized hand gestures 
with the accuracy of 88.4% with precision of 76.6% and 
recall of 81.2%. We predicted all the alphabets successfully. 
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