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Abstract - Various types of cancer are on the rise 

today mainly skin cancer, lung cancer, prostate cancer, 

breast cancer etc. With limited knowledge on the cure 

for cancer, curing it becomes even more difficult. There 

are developments in the field of research to contribute 

to finding a cure to cancer. Various technologies are 

now making early detection and prognosis possible. 

Machine Learning techniques, Deep Learning 

techniques are on the forefront of this mission. This 

paper elaborates on a prediction method to achieve 

early detection of lung cancer. 
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Networks (ANN), Deep Learning 

 

1. INTRODUCTION 

 

Cancer is the world's second-leading cause of deaths. 

Abnormal cells develop in the body which divide 

unmanageably. When they invade and destroy the 

normal body tissue, it can cause a large number of 

diseases.They can also spread to other organs. Cancer 

refers to these diseases. Lung Cancer cases in 2020 

stand at 2.21 million. Nearly 10 million deaths have 

been caused by cancer in 2020, with lung cancer being 

the highest at 1.80 million deaths [1]. Some of the 

trigger causes of lung cancer are smoking, intake of 

tobacco , contact with the radon gas, asbestos and 

other carcinogens. 

 

In this paper we will be covering a technique of 

Machine Learning to achieve the outcome of 

prediction and prognosis of lung cancer. Artificial 

Neural Networks are useful in solving real body 

functioning problems using artificial intelligence. 

These Neural networks are useful for predictive 

modeling, adaptive control and applications. 

 

Artificial Neural Network mechanism is discussed 

which works on the principle of neural network of our 

brain in which information is passed from one neuron 

to another. A neural network is basically a network of 

neurons which are designed in layers. It is an artificial 

network of neuron circuits similar to the ones present 

in our body. It provides a relatively simpler model as 

compared to the actual human brain. The input or 

predictors form the bottom layer, whereas the outputs 

forecasts form the top layer. The intermediate layers 

are hidden layers. 

 

The independent variables in the dataset are fed into 

the input layer. They are then passed on to the hidden 

layer. 

The core of the neural network is the hidden layer. It 

computes the parameters which are important to the 

prediction. To achieve this, weights are assigned to the 

parameters [2]. They are then passed on to the output 

layer. Assigning weights to the parameters is done by 

using stochastic gradient descent or a comparatively 

newer method, adam, can be used. Adam can be said 

to be a combination of the RMSProp and AdaGrad 
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algorithms. It is very efficient when working with 

large data or parameters [3].  

 

 
Fig 1.2 - Adam Optimizer 

Lastly, the output layer receives the prediction result 

from the hidden layer and produces output. 

 

2. METHODOLOGY 

 

In neural networks, the hidden layers work on the 

data to provide something useful which the output 

layer can make sense of [4]. Firstly, the ANN needs to 

be trained to give an accurate output. For this, the 

ANN goes through two phases, training and testing [5]. 

A dataset is used to train the model upon. As discussed 

above, weights are assigned to the parameters.  

 

 
Fig 2.1 - System Architecture 

 

2.1 Login & Registration Module 

 

In the login & registration module, the user is 

validated when his email address and password gets 

matched. And if the user is not present in the database 

records then he is supposed to register himself 

through the registration module using an email 

address and set a password as the site is password 

enabled to protect the privacy of the user. Only then 

can the user proceed to avail the services. Later on, the 

user can just login using his/her email id and 

password.  

 

2.2 Data Design Module 

 

After the user is authenticated, they are eligible to 

provide data to the system. The details entered will go 

to the dataset. The details are saved using POST 

variables in PHP. They can also be used for prediction 

by storing them in a dataset using PHP. From the given 

details, the relevant attributes are shortlisted and 

inserted in the new dataset. This refined data is then 

used for further ANN training. A few basic details like 

age, sex, occupation are required along with the 

individual’s smoking status. 

 

Cigar Smoking Cigarette 
Smoking  

Pipe Smoking 

Packs smoked 
per day 

Regular Smoker? 
Filtered or 
Unfiltered? 

Current BMI 

Age when 
started 
smoking 

Age when 
stopped smoking 

Number of 
years since 
stopped 
smoking 

Table 2.1 - Smoking Attributes 

 

Global Data Structure 

● Features: A stack used to store the read 

records 

● Next element: Used to hold the current batch 

values. It isn't activated until run in a 

tensorflow session. 

● Current batch: Used to store the current 

number of batches. 

● Dataset: A dataframe data structure used to 

store the entire dataset in a format that can be 

used by tensorflow to create batches. 
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● X test, y test, X train, y train: Training and 

testing variable arrays for X and y 

● Accuracy array: An array which stores the 

accuracies at every epoch which is then later 

used to visualize the accuracy increase with 

each epoch. 

● Output probabilities: An array storing the 

probabilities of test data for occurrence of lung 

cancer. 

In machine learning, Backpropagation is one of the 

most common algorithms used. It works by computing 

the gradient of the loss function. In this model, the 

dataset is divided into training and testing data in the 

ratio of 4:1 respectively. The training data is provided 

in batches to the ANN. It is worked upon in epochs and 

the accuracy increases with each epoch. The trained 

model will then be used to test the accuracy of the 

system using the test data and the new input data. 

Tensorflow can be used to implement this algorithm. 

 

2.6 Result Extraction & Display Module 

 

Output to the user: The result derived from the ANN 

module will be evaluated and Lung Cancer risk 

percentage of the user will be evaluated. The user will 

also be able to see the confusion matrix and if the user 

has a higher chance of getting lung cancer the proper 

precautionary measures will be suggested along with 

changes in diet and lifestyle.  

Server side mailing mechanism: This information and 

report will be sent to the user through mail using 

server push technology. First user requests will be 

checked in the database. If the request is pending and 

the report is ready then the file is pushed to the email 

address of the user by checking the correct email 

address of the user in the database. Once the email is 

sent, the request is completed and these steps are 

repeated until all requests are met. 

 

Flask provides tools, libraries and technologies 

that allow you to build a web application. In this 

project Flask is used to integrate the front end html 

code with the machine learning model. It enables the 

system to be deployed on the web, thus the trained 

model is converted into a web application. On a user 

request, we run the interface using the saved model in 

the server and return results in the UI. The database is 

integrated with the front end where the user would 

input the login credentials. The report is made 

available to the user using the email id. 
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The dataset will first be preprocessed to manage any 

data inconsistency. Preprocessing technique involves 

managing missing values, categorical data encoding 

and noisy data. For noisy data and outliers, 

FeatureScaling is used and missing values are filled by 

calculating mean or global constant. The LabelEncoder 

library is used for encoding categorical data. This 

helps in cleaning the data and making it suitable for 

the machine learning model. This data is divided into 

equal size batches to be then provided to the ANN 

model. The Analysis can be viewed in the pictorial 

form with the help of Pie Chart or Histogram. 

 

2.4 Deployment of Neural Network Module 

 

This module is the foundation for the machine 

learning model which consists of neural network 

structure with layers. The neural network comprises 

an input layer which is a matrix of the number of 

records as the rows and number of attributes as the 

columns. Since we have 23 attributes, we get [Number 

of records] X [23]. Then there are two hidden layers 

which associate weights with the parameters. 

Optimizer used is adam and the activation used is 

sigmoid and rectifier linear function i.e. relu. In the 

output layer, we have 2 classes, which would be either 

a patient has lung cancer or not.  

 

 

 

 

2.5 ANN Backpropagation Module 

 

 

2.3 Data Preprocessing and V
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3.1 Unit Testing 

 

Login and registration module: A user is validated 

before he can provide his details and username and 

password are cross-checked through the MySQL 

database for different cases. Registration is tested 

against incorrect data and has server side validation. 

Questionnaire: Server side validation ensures that 

incorrect data is not entered in the dataset. Radio 

buttons are used at most places which ensure that 

only specified data is entered in the system. 

Data entry module: Different data array sizes were 

tested whether all of them are being appended in the 

test dataset. Appropriate data types are used in the 

php code. 

Preprocessing module: Empty and missing values are 

fixed using global constants. All records are checked to 

make sure float is not present as a data type. 

Batch creation module: Batch should be tested that it 

is a numpy array. Training dataset was going out of 

index at a point after some batches, it was resolved by 

saving the current batch and only iterating the data 

through the number of batches remaining. 

Neural network model: Neural network is tested 

against different numbers of data, batches and epochs. 

It is concluded while testing that a batch of 100 with 

30 epochs gave the most desirable 

(accuracy/performance) ratio. Test data was initially 

very obvious and made it difficult to predict 

unobvious test data hence the entire dataset was 

shuffled before prediction. At first accuracy was very 

low while testing then the data was normalized and 

accuracy was desirable then. 

 
Fig 3.1 - Artificial Neural Network creation 

 

This neural network module consists of an input layer, 

two hidden layers and an output layer. 

The user gets the probability of contradicting lung 

cancer. The probability ranges from 0 to 1, with 1 

being the highest chance of infection. The report will 

be sent to them through mail. Along with the 

suggestions on how to change their diet or lifestyle, if 

the user has a higher chance of getting cancer. Visual 

report is also provided. 

 

 
Fig 3.2 - Pie Chart 

 

 
Fig 3.3 - Histogram for age groups having cancer 

 

 

. 

 

3. SYSTEM TESTING AND RESULT 

 

3.2 Result  

 

Visualization module: Visualization was tested against 

different values and checked if the visualization was 

accurate. 
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Fig 3.5 - Prediction and Prognosis 

4. CONCLUSION AND FUTURE SCOPE 

 

Deep learning with the help of ANN and historical data 

can help in providing an approximate prediction to 

know  whether a person lies within a risk of being 

diagnosed with lung cancer in the future which could 

help to increase awareness and make efficient use of 

deep learning for cancer prediction mechanisms. 

 

The future perspective can be of expanding this 

system to use different forms of data attributes such 

as images and better deep learning algorithms for 

prediction. This system can even help in giving a 

better and refined view of different cancer causing 

factors to the people.  

 

It also includes increasing the scope of the project to 

diagnose types of cancer other than lung cancer. It can 

increase awareness towards the factors of the people 

and help them in preventing a future chance of being 

diagnosed with lung cancer.  
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3.3 - Questionnaire  
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