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Abstract - The Term deposits are generally considered to be one of the best investment strategy for those who would like to have a 
safe and risk-less return on their investment. The advantages of having term deposits is that it is generally simple in nature and are 
guaranteed by the government. Subsequently, any bank would love to market their term deposits to their customers through which 
they can increase their customer base and also overall revenue. It is very important for a bank to understand their clients and 
generally prioritize them accordingly. In order to make the banks acquire new customers and also maintain the old customer base, 
we propose an optimized method where we basically use ensemble machine learning methods to identify the right and clients who 
would love to subscribe to their bank’s term deposit.  
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1.INTRODUCTION 
 
Term deposit is usually considered to be a fixed time investment. Marketing this kind of investment is generally considered to 
be a tedious task for the banks as they involve understanding various tasks like client prioritization and also reaching out to 
them through various social media applications. In order to make the process hassle free and less chaotic, we propose a 
ensemble learning method which uses auto-ml technology in order to identify the right customer and accordingly understand 
the various performance metrics done in order to comprehend the model findings and results.  

2. BACKGROUND 
 
2.1 BANK DATA-SET CLASSIFICATION 
 
Before performing the data exploration process, we need to understand the data-set in order to perform analysis. The data-set 
contains 11000 rows and 17 columns in it. The data-set is generally compiled together with the help of  the bank telemarketing 
data-set present in kaggle repository. The classification of the data-set generally helps us to understand the various attributes 
like the customer’s existing balance, his previous loans taken etc.  

2.2 PACKAGES 
 
 In order to understand  and cater to respective clients, we need to build a proper machine learning methodology which 
involves various steps such as data exploration, feature engineering, model validation etc. We mainly import three packages 
such as pandas, numpy and matplotlib. Pandas is basically used to perform data manipulation functions whereas we import 
matplotlib in order to visualize our findings in an intuitive manner.  
 
2.3 EXPLORATORY DATA ANALYSIS(EDA) 
 
Exploratory Data Analysis(EDA) is  a very essential component when it comes to machine learning. Using EDA techniques, we 
can derive various insights and also understand our data-set. EDA helps us to pick out the imbalances, anomalies or any outliers 
present in our data-set.  

Head(): Head function is generally used to return the first n rows mentioned in our code line. The default value for n is 
considered to be 5 
 
Describe(): Describe function is basically a descriptive statistical function which helps us to summarize the data-set tendency 
values with the exception of Nan values. 
 
Outliers: Seaborn plot is basically used to find out any if present outliers are properly detected.  
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Chart -1: Data-set  
 

2.4 DATA-SET DESCRIPTION 
 
Data-set description is an essential step while trying to understand our data. We basically perform data-set description using 
either .info() or .describe() function.Various sub- functions like count(), std(), mean() etc. can be properly calculated and also be 
stated correctly.  

 
 

Chart - 2: Data-set Description 
 

3. PROPOSED METHODOLOGY 
 
3.1 FEATURE ENGINEERING 
 
The Feature engineering is considered to be one of  the most important steps while building an predictive model. Selecting the 
right features is always essential because it helps us to better model accuracy built with good parameters. In this particular 
data-set we basically perform various functions such as 
 
Train_test_split: We basically split our data-set into training data and also testing data. In this particular data-set, we use 8800 
rows for training and 2300 for testing purpose.  
 
Outliers: Outliers in this data-set are essentially detected with the help of percentiles concept. We basically calculate 
the z-score also which can be used as a method of standardization.  
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Chart  - 3 - Feature Extraction 
 

3.2 MODELLING ALGORITHM 
 
Modelling algorithms is generally considered to  the penultimate step for building an ML model. We essentially select an 
algorithm based upon the data-set features which we have extracted so that a relationship between the features can be 
established in order to understand the output. In this case, we use an ensemble machine learning method namely boosting 
methodology in order to build a strong classifier.  
 
3.3 ALGORITHM EXPLANATION 
 
3.3.1 XGBOOST 
 
XGBoost is the algorithm which we will be using in order to predict the customer who would likely subscribe to term deposits. 
It is basically defined as the better boosted implementation of decision trees applied specifically for structured or tabular data. 
XGBoost is generally considered to be very quick in execution and also noticeable increase in model performance can be 
observed.The reason behind using XGBoost is 
 
1) Better Execution Speed: XGBoost is considered to be 10 times faster than a normal classifier algorithm. It is quick in 
execution and also optimization of hardware is done properly 
 
2) Better Accuracy: XGBoost generally provides better accuracy than other existing models. Even AUTO-ML uses gradient 
boosters which in turn uses automatic hyper-parameter tuning.  
 
3.3.2 XGBOOST STEPS 
 
In case of ensemble learning methods like XGBoost , we need to make sure that there is a little chance of over-fitting. In order to 
perform boosting methodologies, we need to make three simple steps 
 
1. Let’s take an initial model A0 which is used to predict a given target variable Y 
 
2.  A new model namely M1`is used to fit in the residuals from the previous step 
 
3. Now A0 and M1 are combined to give A1 
 
It can be done for n iterations until the residuals have been minimized(optimized) 
 

An(x)  = An-1(x) + Mn(x)  [Formulaic Representation] 
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3.4 PERFORMANCE EVALUATION  
 
Performance evaluation is considered to be one of key steps after rendering any ML model. It helps us to understand various 
metrics attached to our model. Various evaluation metrics such as error rate, accuracy, log loss, rmse etc. can be found out 
using the evaluation metric method 
 

 
 

Chart  - 4 - Performance Metrics 
 

As observed from Chart - 4 , we can see that various error rates such as mse, rmse and auc are mentioned 
 
AUC: AUC generally refers to area under curve. It gives us the overall summarization of performance under all classification 
values. More the AUC, more you can distinguish between positive and negative classes. As the value of AUC is 0.92, it denotes 
that it is an excellent classifier. 
 
RMSE: It measure how properly or how well the regression line fits with respect to data points.It is generally used for 
measuring quality of predictions of our data-set taken. As rmse value is 0.32, it shows us that model is an excellent predictor 
with the data-set taken for consideration.  
 
4. CONCLUSION 
 

As we get the various performance metrics related to our data-set, we can infer that the model has been fit accordingly and 
also predicts the right client who would like to subscribe to the term deposit offered by a respective bank . The model accuracy 
is nearly 87% observed as given above from the given confusion matrix. XGBoost also helps us to reduce the error or loss rates 
when compared to other bagging models. The model can be extended to better accuracy by fine tuning the hyper-parameters. 
While implementing it for future purposes, random forests or svm can also be used for implementing with the same data-set.  
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