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Abstract - Coronavirus, or COVID-19, is a hazardous 

disease that has affected the universal health peace and 
harmony by directly affecting the lungs. COVID-19 is a 
medium-sized, coated virus with a single-stranded RNA. 
COVID-19 may be a disease that has been reported by the 
WHO in March 2020, caused by an epidemic called the 
SARS-CoV-2. As of 10 March 2021, quite 150 million people 
were infected and 3v million died. Researchers strive to seek 
out out about the virus and recommend effective actions. An 
unprecedented increase in pathogens is occurring and a 
serious attempt is being made to tackle the epidemic. This 
article presents deep learning-based COVID-19 detection 
using CT and X-ray images However, the lack of resources 
and Furthermore, RT-PCR inspection also experiences false 
negative rates in some cases This is thanks to many factors, 
like sample preparation and internal control. In clinical 
practice, easily accessible imaging equipment, like chest X-
ray and thoracic CT, provide huge assistance to clinicians 
Although no vaccines for this pandemic are discovered yet, 
deep learning techniques proved themselves to be a strong 
tool within the arsenal employed by clinicians for the 
automated diagnosis of COVID-19. 
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1.  INTRODUCTION 
 
The COVID-19 infection became exposed in December 
2019 in Wuhan Province, China, where it began from 
creatures furthermore, immediately spreading all 
throughout the planet [1]. The least demanding approach 
to communicate COVID-19 is through the air and actual 
contact, for example, hand contact with a tainted 
individual [2]. The infection embeds itself into the lung 
cells through the respiratory framework furthermore, 
repeats there, obliterating these cells [3]. Coronavirus 
includes a RNA and is undeniably challenging to analyze 
and treat because of its transformation attributes [4]. With 
the advancement of the pandemic and rising number of 
the affirmed cases and patients who experience extreme 
respiratory disappointment and cardiovascular intricacies, 
there are strong motivations to be enormously worried 
about the outcomes of this viral contamination [5]. 
Deciding fitting ways to deal with arriving at answers for 
the COVID-19 related issues have gotten a lot of 
consideration. This study expects to represent the 

utilization of Deep Learning in COVID-19 exploration. Our 
commitments are likewise follows: This is the main study 
seeing COVID-19 applications exclusively through the 
perspective of Deep Learning. In examination with other 
studies on COVID-19 applications in Data Science or 
Machine Learning, we give a broad foundation on Deep 
Learning. For every application region studied, we give a 
point by point investigation of how the given information 
is inputted to a profound neural organization and how 
learning undertakings are built. We give a comprehensive 
rundown of uses in information areas like Natural 
Language Processing, Computer Vision, Life Sciences, and 
Epidemiology. At long last, we audit normal limits of Deep 
Learning including Interpretability, Generalization 
Metrics, Learning from Limited Labeled Data, and Data 
Privacy. We depict what these restrictions mean for each 
of the overviewed COVID-19 applications. We furthermore 
feature research handling these issues. 

Because of the significance of AI in all the range of the 
imaging-based investigation of COVID-19, this audit means 
to widely talk about the job of clinical imaging, particularly 
enabled by AI, in battling the COVID-19, which will rouse 
future pragmatic applications and methodological 
exploration. In the accompanying, we initially present 
wise imaging stages for COVID-19, and afterward sum up 
mainstream AI strategies in the imaging work process, 
including division, analysis and visualization. A few openly 
accessible datasets are likewise presented 

2. DATA COLLECTION 
 

SARS-CoV-2 CT-scan 

dataset: [ref] 

194,922 CT slices from 3,745 

patients and 201,103 CT slices 

from 4501 patients 

respectively 

Kaggle RSNA[ref] 26684 Dicom observations 

Chest X-Ray by ieee8023 

[ref] 

dataset has 224,316 rows 

65,240 patients into 14  

classes. 

Covid data[ref] 

database include 7377 CR, 

9463 DX and 6687 CT studies. 

 

 

https://www.kaggle.com/hgunraj/covidxct
https://www.kaggle.com/c/rsna-pneumonia-detection-challenge
https://github.com/ieee8023/covid-chestxray-dataset
https://github.com/BIMCV-CSUSP/BIMCV-COVID-19/tree/master/BIMCV-COVID19%2B
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3. CURRENT STATE OF THE ART ANALYSIS AND COMPARISONS 
 

Authors Data Sources Number of 
Images 

Number of 
classes 

Partitioning Technique
s 
 

Performances (%) 

Wang et al. [99] COVID-19 X-ray 
image database 
[88], RSNA 
Pneumonia 
Detection 
Challenge dataset 
[95] 

13800 3 (COVID-19, 
non-COVID-
19. normal) 

Training-90%, 
Testing 10% 

COVID-
Net (CNN) 

Accuracy= 92.4, 
Sensitivity=80, 
Precision=88.9 

Ucar and Korkmaz [124] COVID-19 X-ray 
image database 
[88], COVIDX 
Dataset [99], 
Kaggle chest X-
ray pneumonia 
dataset [133] 

2839 
(COVID 19-
45, normal-
1203, 
pneumonia
-1591) 

3 (COVID-19, 
normal. 
pneumonia): 

Training-80%, 
Testing 10%, 
Validation 
10% 

Bayes 
SqueezeN
et 

Accuracy-98.26, 
Specificity-99.13, 
F1-Score 98.25. 
MCC-97.39, 
Correctness-
98.26, 
Completeness-
98.2 6 

Khan et al. [125] COVID-19 X-ray 
image database 
[88], Kaggle chest 
x-ray repository 
[93] 

1251 
(COVID 19-
284, 
normal-
310, 
pneumonia 
bacterial 
330, 
pneumonia 
viral 327) 

4 (COVID-19. 
normal, 
pneumonia 
bacterial, 
pneumonia 
viral) 

Training 80%. 
Validation 
20% 

CoroNet 
(CNN) 

Accuracy-89.5, 
Sensitivity=100, 
Precision-97, Fl-
Score 98 

Rahimzade h and Attar [126] COVID-19 X-ray 
image database 
[88], RSNA 
Pneumonia 
Detection 
Challenge dataset 
[95] 

15085 
(COVID 19-
180, 
pneumonia 
6054, 
normal- 
8851) 

3 (COVID-19, 
pneumonia, 
normal) 

5- fold cross 
validation. 

Concatena
ted 
CNN 
 
 

Accuracy-99.50 

Mukherjee et al. [127] covid-chestxray-
dataset [88], 
Kaggle chest x-
ray repository 
[93] 

260 
(COVID 19-
130, non 
COVID-
130) 

2 (COVID-19, 
non-COVID) 

5- fold cross 
validation. 

Shallow 
CNN 

Sensitivity=80.53, 
Specificity-99.56, 
Precision 35.27 

Li et al. [128] COVID-19 X-ray 
image database 
[88], Kaggle 
dataset [89], 
Kermany et al. 
[90] 

2239 
(COVID 19-
239, 
pneumonia 
1000, 
normal 
1000) 

3 (COVID-19, 
pneumonia, 
normal) 

5- fold cross 
validation. 

DCSL Accuracy 96.92, 
Sensitivity 94.20, 
Specificity=100, 
Precision-100, Fl-
Score 97.01, AUC-
99.22 

Khobahi et al. [129] COVID-19 X-ray 
image database 

18,529 
(COVID 19-

3 (COVID-19. 
non-COVID 

Training-90%, 
Testing 10% 

CoroNet 
(AutoEnco

Accuracy=97.01, 
Sensitivity 97.09 
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[88], RSNA 
Pneumonia 
Detection 
Challenge dataset 
[95], COVIDx 
Dataset [99] 

99, non-
COVID. 
pneumonia
-9579, 
healthy-
8851) 

pneumonia, 
healthy) 

ders) 

Alqudah et al. [130] COVID-19 X-ray 
image database 
[88] 

71 (COVID-
19-48, non-
COVID-19-
23) 

2 (COVID-19, 
non-COVID-
19) 

Training 70%, 
Testing 30% 

CNN, SVM, 
RF 

Precision-97, Fl-
Score 96.98 

Farooq and Hafeez [131] COVIDX Dataset 
[99] 

13,800 4 (COVID-19, 
normal, 
bacterial, 
viral) 

Training-90%, 
Testing 10% 

COVID-
ResNet 
(CNN) 

Accuracy 93.50, 
Sensitivity 93.50, 
Precision-93,63. 
Fl-Score 93.51 

Afshar et al. [132] COVIDX Dataset 
[99] 

13,800 3 (COVID-19, 
normal, non 
COVID-19) 

Training-90%, 
Testing 10% 

COVID-
CAPS 
(Capsule 
Network) 

Accuracy=96.23, 
Sensitivity=100, 
Precision 100, Fl-
Score=100 

 
4. OBSERVATIONS 
 
The accompanying rundown rapidly portrays distinctive 
learning variations found in our reviewed applications: 

Regulated Learning upgrades a misfortune work regarding 
anticipated and ground truth names. These ground truth 
marks require manual explanation. 

Solo Learning doesn't utilize names. This incorporates 
bunching calculations that search for natural design in 
information. 

Self-Supervised Learning streamlines a misfortune work 
as for the anticipated and ground truth names. Uniquely in 
contrast to Supervised Learning, these marks are 
developed from a different registering measure, instead of 
human comment.  

Semi-Supervised Learning utilizes a blend of human 
named and unlabeled information for portrayal learning. 
Move Learning depicts instating preparing with the 
portrayal gained from a past task. This past task is most 
usually ImageNet-based directed learning in "Normal 
Language Processing" or Internet-scale language 
displaying in "PC Vision". 

Perform various tasks Learning at the same time enhances 
different misfortune work, generally either interleaving 
refreshes or applying regularization punishments to try 
not to struggle inclinations from every misfortune. 

Pitifully Supervised Learning alludes to directed learning 
with heuristically marked information, as opposed to 
painstakingly named information. 

Multimodal Learning portrays learning in numerous 
information types all the while, for example, pictures and 
text or pictures and electronic wellbeing records. 

Support Learning upgrades a misfortune work regarding a 
progression of state to activity forecasts. This is 
particularly difficult because of credit tasks in the 
succession of state to activity mappings while getting 
meager prizes. 

The proposed approach is legitimate and the outcomes can 
be considered solid. Notwithstanding, the paper doesn't 
present a solid oddity, since this sort of study was at that 
point distributed in the writing (Apostolopoulos and 
Mpesiana, 2020), (Altan and Karasu, 2020), (Brunese et al., 
2020), (Civit-Masot et al., 2020), (Makris et al., 2020, etc. 
Additionally, the creators didn't do a profound writing 
audit and don't give adequate related work. 

The dataset utilized in the examinations is the solid mark 
of the paper. The 2427 CXR pictures were gathered from 
1384 patients of four medical clinics in Israel, which were 
taken from similar compact X-beam machines. Since the 
CXR pictures were removed from comparable machines, 
the dataset predisposition in the arrangement results 
(which is a fundamental downside in this sort of study, as 
displayed in Maguolo and Nanni (2020)) is limited. All 
things considered, the dataset utilized in the tests could be 
made uninhibitedly accessible for download by the 
creators, since it would be extremely fascinating and 
supportive to other AI analysts 

The best outcomes were accomplished with the outfit 
diagram, which is worthy, since the mix of the 
expectations might be corresponding to one another. In 
any case, the creators could make more test considers 
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concerning the potential mixes of the profound learning 
procedures into the group. As they have just tried the mix 
of the multitude of classifiers at once, it isn't certain that 
joining a couple of them doesn't work on the outcomes 
(perhaps more then, at that point utilizing every one of 
them). 

There is a disarray in the outcomes table, since the 
outcomes in striking are not the best outcomes, as they 
guarantee. The creators have named the assessment 
measurements area as "factual investigation," which is 
thoughtfully deceptive. 

The Data Augmentation and the Lung Segmentation 
strategies could be all the more profoundly explored. For 
example, the creators can show the order results for all the 
profound learning models without utilizing these 
preprocessing procedures. Hence, they could show what 
these strategies can mean for the model's learning 
interaction (the creators give just the outcomes to 
ResNet50 with no preprocessing). The utilization of 
Explainable AI (XAI) procedures in the lung division 
measure, for example, in Teixeira et al. (2020), can be 
helpful to affirm that the division procedure is indeed 
adding to the recognizable proof of pneumonia spots in 
the lungs. 

By and large, the creators worked effectively doing a 
subjective investigation of the model. In this examination, 
they have shown a certainty of the model, since they have 
figured a grouping score histogram of the probabilities 
and a t-dispersed Stochastic Neighbor Embedding (t-SNE). 
This examination makes their test results more 
dependable. 

 

Chart -1: Total Case, Total Death, and Total Cured (By 
month) from Worldometer 

 

5. LITERATURE SURVEY 

 
Jeevn-net[15]:- a fell condition of craftsmanship 
engineering for clinical imaging model dependent on 
profound learning and CNN and CU-Net: Cascaded U-Net 
with Loss Weighted Sampling for Brain Tumor 
Segmentation is being thought about as a pattern model 
for this investigation.  

CovXNet: A multi-widening convolutional neural 
organization for programmed COVID-19 and other 
pneumonia discovery from chest X-beam pictures with 
adaptable multi-open component enhancement is 
adaptable yet versatile model which gives us a) remaining 
and shifter b) Stacking of numerous organizations c) move 
learning[14] 

Noice based learning[A Noise-strong Framework for 
Automatic Segmentation of COVID-19 Pneumonia Lesions 
from CT Images] ts a versatile adapting subsequently, 
execution relies upon pattern model performance.COVID 
quicker R–CNN model [COVID quicker R–CNN: A clever 
structure to Diagnose Novel Coronavirus Disease (COVID-
19) in X-Ray images] depends on VGG +Faster R–CNN 
which gives quicker yet exact outcomes. 

In spite of such versatile models, [covid-net] A profound 
learning-based model with a sum of 16,756 X-Ray pictures 
with multiclass grouping (three) and furthermore 
proposed a devoted dataset of COVID19 X-Ray pictures 
named COVIDx 

It stands apart to be a one stop devoted profound learning 
model which fills the location need. The model uses A 
profound learning-based model with a sum of 16,756 X-
Ray pictures with multiclass arrangement (three) and 
furthermore proposed a devoted dataset of COVID19 X-
Ray pictures named COVIDx 

Covid Net: had the option to accomplish a precisionof 
92.40% for the order of COVID19 positive cases.  
Coronavirus Net has accomplished good affectability,  
which is 91.0% for COVID-19 cases. The positive prescient 
worth of this methodology is 98.9%. This model also is a 
standard model for the future Coronavirus forecast 
purposes[12] 

ResNet50+SVM[Detection of Covid Disease (COVID-19) in 
light of Deep Highlights and Support Vector Machine] The 
proposed model ordered the qualities got from different 
CNN (Convolutional Neural Network) models of the SVM 
(Support Vector Machine Classifier) utilizing X-Ray 
pictures (25 COVID-19 positive and 25 Normal). The 
investigation guarantees that ResNet50 with the SVM 
classifier creates better outcomes. Precision; The creators 
asserted that the exactness of their model is 95.38% for 
COVID-19 case discovery. Affectability; 97.29% 
affectability is accomplished through this model[17] 

CNN + ResNet50 [Automatic recognition of Covid 
infection (Coronavirus) utilizing x-beam pictures and 
profound convolutional neural networks] This profound 
investigation utilized three distinctive CNN models 
(ResNet50, InceptionV3, and InceptionResNetV2) utilizing 
50 open access COVID-19 X-Ray pictures from Joseph 
Cohen, and 50 normal pictures from a Kaggle storehouse. 
Furthermore, their utilized non-COVID pictures are 
pictures of youngsters matured somewhere in the range of 
1 and 5 years. They got a precision of 98% from their 
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proposed model. Affectability; The asserted that review or 
affectability of their model is 96%. Particularity; However, 
this strategy gives 100% explicitness in distinguishing 
COVD-19 patients.[18] 

VGG-19: This investigation sent profound learning models 
to analyze COVID-19 patients utilizing chest X-beams. It 
proposed a COVIDx-Net model that included seven CNN 
models with 50 Chest X-Ray pictures (25 COVID19 
positives, 25 typical) .Accuracy; They accomplished a 
presentation precision of 98% for the paired class issue 
and 93% for the 3-class issue. Affectability; This 
investigation accomplished 92% of affectability. 
Particularity: VGG-19 based methodology got 98% of 
explicitness.[20] 

COVIDx-Net: This investigation conveyed profound 
learning models to analyze COVID-19 patients utilizing 
chest X-beams. It proposed a COVIDx-Net model that 
included seven CNN models with 50 Chest X-Ray pictures 
(25 COVID19 positives, 25 normal).Accuracy; The most 
elevated exactness among these seven CNN models is 
90%. Exactness; Similar to precision, among the seven 
CNN models, the most noteworthy accuracy accomplished 
by this model is 100%. Affectability; Moreover, the most 
elevated affectability acquired among the models is 
additionally 100%.[21] 

DRE-Net This methodology utilized CT (777 COVID-19 
positive, and 708 sound) pictures with a profound model 
incorporated into ResNet50 called DRE-Net. Exactness; 
DRE-Net got a precision of 86.00%. Affectability; This 
examination asserted 96% of the affectability in COVID-19 
discovery. Accuracy; The exactness esteem accomplished 
by this model is 80%[22] 

M-Inception: The creators utilized the altered Inception 
(M-Inception) profound model utilizing CT pictures 
containing 195 COVID-19 positive pictures and 258 
COVID-19 negative pictures. Exactness; The acquired 
precision of this M-origin model is 82.90%. Affectability; 
This examination guaranteed that they accomplished an 
affectability of 81%. Explicitness; Moreover, this technique 
gives particularity of 84%.[23] 

UNet+3D Deep Network: This strategy proposed a three-

dimensional Deep CNN model to recognize COVID-19 from 

CT pictures. Their dataset contains 313 COVID-19 positive 

pictures and 229 non-COVID pictures. Precision; The 

exactness acquired by this model is 90.80%. Affectability; 

This investigation got 90.70% of affectability. 

Particularity; This model accomplished 91.10% of 

explicitness in recognizing COVID-19.[24] 

 

ResNet: This assessment was performed in perceiving 

COVID-19 positive cases using ResNet joined with CT 

pictures. Their dataset contains the photos of 224 Viral 

pneumonia and 175 sound pictures Precision; The 

ordinary accuracy achieved by the model as per the 

perspective of CT cases all things considered is 86.7%. 

Affectability; In perceiving COVID-19 positive cases, this 

examination point by point 86.7% of affectability. 

Precision; The exactness obtained by this model is 

81.03%.[25] 

 

Chest XRay + DarkCovidNet: This proposed model 

depends on the DarkNet technique that is totally robotized 

with a start to finish structure without the requirement for 

manual component extraction. They have utilized an 

aggregate of 1125 pictures (125 COVID-19 positives, 500 

Pneumonia pictures, and 500 NoFindings pictures) to 

explore different avenues regarding their created model. 

Exactness; This technique acquired a precision of 98.08% 

and 87.02% for double and three classes, individually. 

Affectability; The affectability accomplished by this 

examination is 85.35% and 95.13% for twofold and three 

classes, separately. Explicitness; Similarly, the 

particularity is likewise 92.18% and 95.3% for paired and 

3-classes, individually.[26] 

 

Faster R–CNN: A profound learning model to distinguish 

COVID-19 cases from Chest X-Ray pictures utilizing 

quicker R–CNN models with ten folds cross-approval 

procedure. An ongoing evaluation instrument for COVID-

19 positive case discovery. The dataset contains 183 

COVID-19 positive X-Ray pictures and 13617 non-COVID 

X-Ray pictures. Precision; This proposed system 

performed on parallel grouping and accomplished a mean 

exactness of 97.36% . Affectability; The mean affectability 

accomplished by this model is 97.65%. Particularly; Also, 

for the explicitness, the mean explicitness for 10 crease 

cross-approval techniques is 95.48%.[19] 

 

6. CONCLUSIONS 
 
Different ML and DL-based calculations and strategies 
utilized for grouping of the clever sickness known as 
Coronavirus 2019 have been considered and evaluated. 
Various papers are concentrated in which most of the 
connected papers utilized diverse profound learning 
design. As indicated by the writing audit, it is exhibited 
that profound learning with convolutional neural 
organizations may amazingly affect the programmed 
recognition and programmed extraction of exceptionally 
fundamental highlights from chest pictures which is 
identified with the diagnosing of Coronavirus. 



                 International Research Journal of Engineering and Technology (IRJET)             e-ISSN: 2395-0056 

                Volume: 08 Issue: 07 | July 2021                 www.irjet.net                                                p-ISSN: 2395-0072 

 

© 2021, IRJET       |       Impact Factor value: 7.529       |       ISO 9001:2008 Certified Journl       |     Page 4544 

 

REFERENCES 
 
[1] Myronenko, Andriy. “3D MRI brain tumor 
segmentation using autoencoder regularization.” 
BrainLes@MICCAI (2018).  

[2] L. Wang, Z. Q. Lin, and A. Wong, ‘‘COVID-net: A tailored 
deep convolutional neural network design for detection of 
COVID-19 cases from chest 

[3] F. Ucar and D. Korkmaz, ‘‘COVIDiagnosis-net: Deep 
Bayes squeezenet based diagnosis of the coronavirus 
disease 2019 (COVID-19) from X-ray images,’’ Med. 
Hypotheses, vol. 140, Jul. 2020, Art. no. 109761. 

[4] A. I. Khan, J. L. Shah, and M. M. Bhat, ‘‘CoroNet: A deep 
neural network for detection and diagnosis of COVID-19 
from chest X-ray images,’’ Comput. Methods Programs 
Biomed., vol. 196, Nov. 2020, Art. no. 105581. 

[5] M. Rahimzadeh and A. Attar, ‘‘A modified deep 
convolutional neural net-work for detecting COVID-19 and 
pneumonia from chest X-ray images based on the 
concatenation of xception and ResNet50 V2,’’ Informat. 
Med. Unlocked, vol. 19, 2020, Art. no. 100360. 

[6] K. R. Himadri Mukherjee, Subhankar Ghosh, Ankita 
Dhar, Sk. Md. Obaidullah, KC Santosh. (2020). Shallow 
Convolutional Neural Network for COVID-19 Outbreak 
Screening using Chest X-rays. 

[7] T. Li, Z. Han, B. Wei, Y. Zheng, Y. Hong, and J. Cong, 
‘‘Robust screening of COVID-19 from chest X-ray via 
discriminative cost- sensitive learning,’’ 2020. 

[8] M. S. Shahin Khobahi and C. Agarwal, ‘‘CoroNet: A 
deep network architecture for semi-supervised task-based 
identification of COVID-19 from chest X-ray images,’’ 
MedRxiv, Jan. 2020. 

[9] A. M. Alqudah, S. Qazan, H. Alquran, I. A. Qasmieh, and 
A. Alqudah. (2020). COVID-2019 Detection Using X-Ray 
Images and Artificial Intelligence Hybrid Systems. 

[10] M. Farooq and A. Hafeez, ‘‘COVID-ResNet: A deep 
learning framework for screening of COVID19 from 
radiographs,’’ 2020. 

[11] Litjens, Geert J. S. et al. “A Survey on Deep Learning in 
Medical Image Analysis.” Medical image analysis 42 
(2017): 60-88. 

[12] P. Afshar, S. Heidarian, F. Naderkhani, A. Oikonomou, 
K. N. Plataniotis, and A. Mohammadi, ‘‘COVID-CAPS: A 
capsule network-based framework for identification of 
COVID-19 cases from X-ray images,’’ Pattern Recognit. 
Lett., vol. 138, pp. 638–643, Oct. 2020. 

[13] Wang G, Liu X, Li C, et al. A Noise-Robust Framework 
for Automatic Segmentation of COVID-19 Pneumonia 
Lesions From CT Images. IEEE Trans Med Imaging. 2020 

[14] Ezz El-Din Hemdan, Marwa A. Shouman, Mohamed 
Esmail Karar, COVIDX-Net: A Framework of Deep Learning 

Classifiers to Diagnose COVID-19 in X-Ray Images, 
arXiv:2003.11055 

[15] Ajinkya Jawale, Pawan Warole, Shubham Bhandare, 
Kartik Bhat, Prof. P.R. Chandre, Jeevn-Net: Brain Tumor 
Segmentation using Cascaded U-Net & Overall Survival 
Prediction, Irjet  Volume: 07 Issue: 01. 

[16] Sethy, Prabira Kumar, and Santi Kumari Behera. 
"Detection of coronavirus disease (covid-19) based on 
deep features." (2020). 

[17] Narin, Ali, Ceren Kaya, and Ziynet Pamuk. "Automatic 
detection of coronavirus disease (covid-19) using x-ray 
images and deep convolutional neural networks." Pattern 
Analysis and Applications (2021): 1-14. 

[18] Ioannis D. Apostolopoulos 1, Tzani Bessiana COVID-
19: automatic detection from X-ray images utilizing 
transfer learning with convolutional neural networks 
(2003), p. 11617 arXiv 

[19] Shibly KH, Dey SK, Islam MT, Rahman MM. COVID 
faster R-CNN: A novel framework to Diagnose Novel 
Coronavirus Disease (COVID-19) in X-Ray images. Inform 
Med Unlocked. 2020;20:100405. 
doi:10.1016/j.imu.2020.100405 

[20] E.E.D. Hemdan, M.A. Shouman, M.E. Karar COVIDX-
Net: a framework of deep learning classifiers to diagnose 
COVID-19 in x-ray images (2020), p. 11055 arXiv preprint 
arXiv:2003 

[21] Song, Ying, et al. "Deep learning enables accurate 
diagnosis of novel coronavirus (COVID-19) with CT 
images." IEEE/ACM Transactions on Computational 
Biology and Bioinformatics (2021). 

[22] Wang, S., Kang, B., Ma, J. et al. A deep learning 
algorithm using CT images to screen for Corona virus 
disease (COVID-19). Eur Radiol 31, 6096–6104 (2021). 

[23] Zheng, Chuansheng, et al. "Deep learning-based 
detection for COVID-19 from chest CT using weak label." 
MedRxiv (2020). 

[24] Xu, Xiaowei, et al. "A deep learning system to screen 
novel coronavirus disease 2019 pneumonia." Engineering 
6.10 (2020): 1122-1129. 

[25] Ozturk, Tulin, et al. "Automated detection of COVID-19 
cases using deep neural networks with X-ray images." 
Computers in biology and medicine 121 (2020): 103792. 


