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Abstract - This paper describes a predictive model that is 
used to predict the performance of student marks based on 
study hours. In this paper, regression classifier is implemented 
to predict the student’s academic performance and the 
characteristics that influence a student's academic 
achievement are examined in order to forecast the student's 
performance. It helps them who need more attention. Some 
novel attributes such as Hours, scores etc are used for 
understanding their learning environment. In addition, an 
ensemble method is applied to improve the performance of the 
classifier. The obtained result shows that the proposed model 
performs better with credible accuracy rate among others.  
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1. INTRODUCTION 

    Machine learning based methods are more useful to 
automate student marks prediction using linear regression 
technique. Early stage prediction is not possible in this way. 
Using machine learning automation the process of prediction 
can be done. Machine Learning is a subset of artificial 
intelligence that can be described as the application of 
computer algorithms to allow the computers learn 
automatically based on data provided and use it to learn for 
themselves. Various models can be proposed to predict 
students’ performance in the registered courses, which gives 
valuable information to help students’ and will lead to 
improving the students’ learning process based on predicted 
marks. Machine Learning methods are used to extract 
knowledge from big data and analyse it for a specific reason. 
It is the analysis of examples and experience without the use 
of machines explicitly programmed. Machine learning is 
concerned with the development of computer programs that 
can access data and learn from it in order to derive valuable 
functions. Machine learning techniques can be used to 
analyse data from various perspectives and extract useful 
information from developers. To access the machine learning 
algorithms with other approaches, we may be able to 
improve students' performance outcomes in a more 
equitable way. Research groups, students and teachers may 
also have an adverse effect. Predicting student academic 
achievement and taking early actions to improve student 
performance and teaching quality is one strategy to 
accomplish this. The goal of this method is to use linear 
regression to predict a student's grade. The goal of this study 
is to forecast students' grades based on their study hours. 

The rest of this paper is structured as follows. Section 2 
discusses background and related work. Section 3 is elicited 
methodology. A brief study of classification algorithm is 
presented in section 4. Results and discussion is presented in 
section 5 and conclusion will be in section 6.  

2. BACKGROUNG AND RELATED WORKADING  

    A new framework for predicting the raw data was pre 
processed in terms of missing value filling, converting values 
from one form to another, and selecting pertinent attributes 
and variables [1]. Data Mining, Educational Data Mining, 
Predictive Model, and Classification are some of the terms 
used in this paper. 

    Classification algorithms such as decision trees and 
Bayesian networks can be used on educational data to predict 
a student's exam success. This forecast will aid in identifying 
poor students and assisting them in improving their grades 
[2]. 

    Particularly the data set is then subjected to five classes of 
Machine Learning Algorithms (MLA), with the decision tree 
class of algorithms yielding the best results. It was also 
discovered that the outcomes of this model's prediction are 
equivalent to those of other previously created models [3]. 

    The study [4] aims to examine, a model for predicting 
student success in an academic organization is proposed. 
Neural Networks are a machine learning technology that was 
used in the algorithm. 

    The paper provided a series of classifiers, including 
Artificial Neural Networks, Nave Bayesian, and Decision Tree, 
are used to evaluate the performance of the student's 
predictive model [5]. In addition, to boost the performance of 
these classifiers, they used ensemble approaches. 

    A system review is presented in [6] for the academic 
performance of ITU students who were accepted into the 
Electrical Engineering department's bachelor's degree 
program. The RBM technique has been found to be superior 
to other techniques for forecasting students' success in a 
given course. 

    [7]. In an education research study, various elements such 
as social, economic, personal, cultural, geographical, institute 
environment, and others are assessed. Such factors may 
either assist a student in shining during the academic era or 
cause a student's academic program to come to a halt. Drop-
out is the term for this type of failure. 

    In particular findings have been confirmed from student 
performance using their attendance and other grades [10]. In 
addition, data is analyzed and forecasted. 
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The current study will go over a well-known machine 
learning technique called linear regression. It also explains 
how to evaluate learning algorithms using a variety of 
performance metrics. 

3. METHODOLOGY  
 
    The primary goal of this work is to create a model that is 
more efficient and correct. We strive to implement the model 
in such a way that the error rate is as low as possible, we 
also employ the ensemble learning technique to improve 
machine learning results. As a result, the model's correctness 
supervised machine learning algorithm that always operates 
is ensured. This work will also have an impact on curriculum 
design in educational fields in general.  
 
    This section provides student classification models that 
use students' fundamental characteristics and academic 
records from previous academic periods to forecast student 
achievement based on study Hrs. The proposed model is 
shown in Fig 1. 
 

 
 

Fig 1: Proposed Model 
 
The system also effectively assists trainers in conducting 
programs that benefit the student community. 
 

4. CLASSIFICATION ALGORITHM 
 
    The primary goal of linear regression is to determine the 
best value for dependent and independent variables in a 
simple regression problem, the model would take the 
following form: 

 
 

When we have more than one input in higher dimensions 
that is called a plane or a hyper-plane. The form of the 
equation and the specific values used for the coefficients are 
thus the representation. In regression different preparations 
of data using these heuristics like linear assumption, remove 
noise, remove co linearity, Gaussian distributions and rescale 
inputs. Three major uses for regression analysis are 

determining the strength of predictors, forecasting an effect 
and trend forecasting. The main objective of linear 
regression is to find or predict the best fit line using least 
square method to do so the regression line would take the 
following formula to check how good a modulus performing 
using R-square method. 

 
So, in order to reduce the mistake, we must first figure out 
how to calculate it. A loss function is a measure of how far 
the anticipated value differs from the actual value in machine 
learning. To determine the loss or mistake in our model, we 
used the Quadratic Loss Function. 
 

 
 

5. RESULTS AND DISCUSSION   
 
    The variables have been found to be positively correlated. 
A low mean absolute error value indicates that the model's 
chances of making errors or forecasting incorrectly are 
extremely low. 

 
Fig2: Visually Comparing the Predicted Marks and Actual 

Marks 

 

Hours Predicted Output 

4.2 30 

8.3 81 

4.5 41 

 
Table1: Predicting the Percentage of Marks 

 
According to the regression model, a student who studies for 
8.3 hours per day is likely to receive 81.00 marks. Students 
are given grade 81.00 marks, as shown in the table above; 
however, this regulation applies to other grades too. 
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Fig3: Predicting the Percentage of Marks 
 

The Fig 3 shows attributes for the used machine learning 
algorithm in the data source. From figure it is noticed that 
hours and predicted output. 
 

Authentic Output Predicted Output 

27 30 

81 81 

31 41 

 

Table 2: Comparing the Authentic Output and Predicted 
Output 

 

 
 

Fig 4: Comparing the Authentic Output and Predicted 
Output 

 
    The Fig 4 shows the accuracy of linear regression 
algorithm with existing data to emphasize the authentic 
output as well as predicted output. It may be made 
multivariate by adding other factors to get more precise 
results. The marks are then transformed to a uniformity 
benchmark of 100 (%). Furthermore, the marks are 
transformed into percentages to ensure that the system is 
accurate. 
 
 

6. CONCLUSION 
 
    The Prediction of student grade performance assists tutors 
in making a successful understanding about how well or 
badly their students will perform in their learning process. 
We used real-time data in the training and testing stages of 
the proposed system to provide real-time implementation of 
the prediction using deep analytics based on students’ 
databases. LR model is designed to make the most accurate 
predictions possible. This study' accuracy was higher than 
the original research's. Finally we observed that regression 
model gives optimum results in a structured way. 
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