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Abstract - Today, there are different load balancing 
algorithms used in distributed, centralized and semi-
distributed systems. Increase in the heterogeneity in the cloud 
environment has led to increased incoming requests to the 
servers which would eventually overwhelm the servers. There 
are various load balancing algorithms that can be used for 
efficient load distribution. There is also increase in the demand 
for fast processing capability to support distributed 
architecture. This has led to increase in the trend for using 
distributed systems. This involves load balancing which 
requires distributing workload among all the available nodes. 
In this paper different load balancing algorithms are discussed 
and analyzed based on the performance. 
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1. INTRODUCTION  
 
As the incoming requests to the servers are heterogenous in 
nature and the number of incoming requests will be high 
only during peak hours, it is important to load balance the 
requests. During the peak hours, to handle the user requests 
in least amount of time, it is necessary to manage the 
incoming load properly. Load balancing can be done using 
done at the hardware or software level. An autonomous 
approach is required to optimally redirect incoming requests 
to appropriate servers leading proper load distribution.  
 
As there is huge rise in distributed computing systems, they 
should be used as efficiently as possible. The mapping of 
tasks to the resources should be optimized for effective 
resource utilization and reducing the response time. Hence, 
load balancing for these systems which are highly 
heterogenous is necessary. 
 
When a new request is generated, the load balancing 
algorithm should be able to decide on the node for workload 
distribution computations. This also involves transfer of 
processing tasks from over loaded node to under loaded / 
normal node for effective load distribution 

 
The challenges involved in distributed system load balancing 
are requirement of different compute resources for different 
tasks in the system, difference in the computation capacity 
between the nodes and non-uniform inter-process 
communication. 

The main objective of this paper is to study the load 
balancing techniques of distributed, non-distributed, semi-
distributed systems. This paper covers classification of 
different load balancing techniques. This also follows 
performance analysis of these algorithms using various 
evaluation metrics and studying their advantages and 
disadvantages. 
 

2. LOAD BALANCING IN CLOUD 
 

Load balancing can be defined as redirecting the requests to 
appropriate nodes in the system for effective resource 
utilization. The main goal of any load balancing algorithm is 
to provide services to the user without any significant delay. 
The users and cloud service providers will maintain a 
contract in the form of SLAs. The main objective of load 
balancing is to handle multiple requests from the users 
without overwhelming and degrading the performance of 
the servers. Some of the advantages of load balancing 
techniques include system adaptability, decreased idle time 
of resources, reliability, decreased starvation, decreased cost 
and response time, fault tolerant [1]. The main aim of load 
balancing algorithms is to prevent the servers from being 
overwhelmed with requests which would eventually 
degrade their performance along with other disadvantages 
such as high response time and server crashes. The main 
advantage of having a load balancer is scalability and high 
availability. It is scalable because the user requests can be 
redirected to many servers based on a load balancing policy 
and highly available because, even if any server goes down 
for some reason, other servers can service user requests 
flawlessly without any interruption. Load balancing at the 
software level can be achieved by implementing it at the 
application layer of the network stack. In this case the 
software program acts as an orchestrator for redirecting 
requests to different servers for load distribution. Hardware 
load balancing can be achieved by setting up multiple nodes 
for handling the workload distribution. The hardware load 
balancing technique is more efficient and provides good 
performance when compared to software load balancing. It 
is also more suitable for applications which require more 
scalability. Some of the challenges that must be addressed in 
the cloud environment are privacy, interference in 
performance and noisy neighbours. As the cloud platform 
supports multitenancy, a condition of noisy neighbours can 
arise wherein an unusual activity on the neighbouring VMs 
will lead to performance degradation of the VMs which are 
hosted on top of the same physical host. Another challenge is 
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with respect to load balancing which involves distributing 
workload across multiple compute resource nodes. Load 
balancing aims to optimize throughput, resource utilization, 
response time, fault tolerance and reduce any overheads on 
the compute nodes. 
 

3. TYPES OF LOAD BALANCING ALGORITHMS 
 

Load balancing techniques are classified based on current 
state of the system and process initiation 

3.1 Based on the current state of the system 

 
Static load balancing: Static load balancing technique 
makes use of prior information about resources and nodes. 
This method is useful in a homogenous environment and is 
not scalable. 

 
Dynamic load balancing: Dynamic load balancing 
technique [2] collects current state information about all the 
available resources in the system and makes the decision. 
This is suitable for heterogenous environment. Dynamic load 
balancing algorithm can be divided into two types: 
distributed, semi-distributed and centralized. In distributed 
algorithm, all computing nodes are responsible for balancing 
the load. The responsibility of load balancing is distributed 
among all the available resources. In centralized algorithm, a 
single centralized node is responsible for management of 
load based on the available resources. The remaining nodes 
handle the requests assigned to them by the centralized 
node and do not perform any load balancing tasks. Hence, it 
is not fault tolerant. In semi-distributed algorithms, resource 
nodes are grouped into clusters based on a predefined 
criterion. A centralized node is elected in all the clusters 
responsible for handling load balancing tasks [3]. Distributed 
load balancing algorithms are further divided into 
cooperative and non-cooperative. In case of non-cooperative, 
all nodes act as independent units making individual 
decisions. Non-cooperative nodes operate independently to 
achieve their respective local tasks. In case of cooperative, all 
nodes work together with a common goal. This involves 
nodes working to achieve a common goal. Dynamic load 
balancing algorithms which are distributed usually involve 
more interaction between the nodes. The advantage of using 
distributed algorithms is that even if some of the nodes are 
unavailable, then the load balancing will not be affected. Only 
the performance is affected due to shift in the load to other 
available nodes. Dynamic load balancing involves policies 
such as selection, transfer, location, and information policy 
for implementing the load balancing algorithm [4]. Transfer 
policy is used for transferring job from local to remote node. 
Selection policy is used for selecting the resources for 
processing. Location policy is used for determining a 
destination node for the task. Information policy is used for 
gathering information about all the nodes involved in the 
system for load distribution.  

 

3.2 Based on the process initiation 
 
Sender initiated: In this type, load distribution is initiated 
by the heavily loaded node or sender node. 
Receiver initiated: In this type, load distribution is initiated 
by lightly loaded node or receiver node. 
Symmetric: In this type, load distribution is initiated by both 
sender and receiver or peers. 

 
4. LITERATUE REVIEW 

 
The load balancing algorithm is responsible for determining 
the most suitable resource for handling the request. There 
are some challenges associated while distributing workload 
such as mapping of tasks and resources and network traffic. 
The tasks received must be mapped to suitable resources for 
execution. This involves mapping resources to the task, 
execution of tasks and monitoring of resources. The 
resources can be classified into over loaded, under loaded 
and normal loaded. The tasks can then be assigned to 
resources which are either under loaded or normal loaded. 
An algorithm for determining the resource for a particular 
task was implemented by [5]. The function uses ratio of 
completion and past information of the resources for 
determining the most suitable resource for a task. 
Traditional round robin scheduling technique works well 
only if the resource nodes are of same capacity. It is not 
suitable for heterogenous environment, this method fails to 
provide appropriate result. A weighted round robin method 
was proposed by [6]. This involves assigning weights to each 
node based on the resources available on each node. This 
algorithm performs the workload distribution more 
efficiently when compared to traditional round robin 
algorithm. Another challenge to be resolved is network 
traffic. As the number of requests increase on the server, the 
response time of the server decreases due to the load. When 
the load on the server crosses a given threshold, the server 
eventually crashes. An immediate solution is to increase the 
number of resources on the server. With this, the server 
would be able to handle much more requests, but this 
approach isn’t scalable and also it requires more 
maintenance. The most suitable solution is to use a load 
balancer which load balances the request among all the 
available servers intelligently. On receiving a request, the 
load balancer can redirect the request to a server using 
different routing strategies such as round robin, random and 
shortest queue. A load balancing algorithm based on 
bipartite match and priority-based scheduling was 
implemented by [7]. A load balancing algorithm based on 
clustering was proposed by [8]. The virtual machines in the 
environment were divided into clusters using k-means 
clustering algorithm. The tasks were assigned to suitable 
virtual machines for balancing the workload. An in-depth 
analysis for min-min and max-min algorithms was provided 
by [9]. A heuristic based approach for load balancing was 
provided by [10]. This involved assigning tasks to clusters 
using the Bayes theorem. An in-depth analysis of various 
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factors affecting load balancing algorithms was done by [11]. 
This included parameters such as time required for 
migration, central node failure and performance. The 
authors provided an in-depth analysis about some well-
known load balancing algorithms using performance metrics 
such as throughput, resource utilization, response time, 
migration time, fault tolerance and network congestion. 
 

4.1 Static load balancing techniques 
 
In these algorithms, load distribution is done based on a 
predefined strategy prior to execution. 
 
Min-Min and Max-Min algorithm [4]: In case of Min-Min, a 
task with lesser execution time is assigned to a node with 
more resources. It is only useful when tasks require 
considerably lesser load that can be executed quickly, and it 
can also lead to starvation of tasks with large execution time. 
In case of Max-Min, tasks with large execution time are 
executed first. However, tasks with lesser execution time 
must wait for a long time before they are picked up for 
processing. 
 
Round robin and weighted round robin [12][13]: In this 
case, the requests are handled in a circular manner. A major 
advantage of using this method is that it doesn’t require any 
inter-process communication. In case of weighted round 
robin, the requests are assigned based on the weights 
assigned to the nodes. The weights for the nodes can be 
determined based on various factors such as resource 
availability. 
 
Threshold algorithm: In this case, three levels are defined 
for all the nodes – Underloaded, Normal, Overloaded. All 
nodes exist in any one of these three states at any point of 
time. A threshold value is defined which determines the 
current state of each node. When the load on a node is less 
than the threshold then it will be in underloaded state. If the 
load is more than the threshold then it will be in overloaded 
state and will not accept any further requests for processing. 
 

4.2 Dynamic load balancing techniques 
 
In these algorithms, workload distribution happens at 
runtime unlike static load balancing algorithms 
 
Ant colony optimization [13]: This algorithm is based upon 
the behaviour of ants. The idea here is based on the shortest 
path taken by the ants in search of food. The ants come 
together at the place which has more food. In this way, other 
ants will also follow the same path to the food resource. This 
results in all ants following a single path. The same approach 
can be used for finding an optimal solution for load 
distribution 

 
Central queue algorithm [14]: In this technique, there will 
be a central node which carries out decision making tasks. It 

maintains a queue for tracking all the requests. When a node 
has resources available, the local load manager sends a 
request to the central node for processing the requests. 
 
Local queue algorithm [15]: This algorithm is based on 
process migration between the nodes. In this algorithm, the 
processes from one node are migrated to another node 
which initiated the request and has load below the threshold 
level. When a node has processes ready for providing service 
it sends requests randomly to remote load managers. On 
receiving the request, the remote load manager compares 
the local number of processes ready for providing service 
with that in the arrived request. If the local processes are 
greater, then some of the running processes are migrated to 
the requested node. 
 
Active clustering: This algorithm involves grouping nodes 
of similar type together. A node is selected initially. This 
node selects any of its neighbouring node which is of 
different type. This selected node explores its neighbours 
which are of same type as that of the first node and 
establishes a connection between these neighbours. The 
selected node then detaches from the first initial node and 
this process continues. 

 
Adaptive contracting with neighbour: This algorithm 
involves dynamic load balancing based on a predefined 
threshold load. When a request arrives to the load balancer it 
redirects the request to the nearest node with least amount 
of load. When the request arrives, the node compares the 
requested load with that of its threshold load. If it’s less than 
threshold load than it will execute the requested task. If not, 
then it will identify the nearest node which has load lesser 
than the threshold load and forwards the request.   

 
4.3 Performance metrics for load balancing in 

cloud 
 
Throughput: It indicates the number of tasks which have 
got completed. 
Resource utilization: It indicates the utilization of all 
resources important to ensure effective load balancing. 
Response time: It indicates the time taken to respond by a 
given load balancing algorithm. 
Scalability: It indicates the ability to scale the nodes for load 
balancing. 
Fault tolerance: It indicates the resistance of load balancing 
algorithm towards failures such as node crash. 
Migration time: It indicates the time taken to transfer the 
resources from one node to another. 
Overhead: It indicates the extra load on the nodes during 
workload distribution which can be due to inter-process 
communication which has to minimized to achieve efficient 
load balance. 
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4.4 Performance analysis of state-of-the-art 
algorithms 

 
Generally, load balancing algorithms try to improve the 
overall resource utilization, throughput, performance, and 
energy consumption. There will be overheads associated 
with any algorithm while trying to improve one of these 
factors. This involves trade-offs to be made between these 
metrics to achieve overall efficiency. Centralized load 
balancing algorithms provide good performance but can lead 
to problems. In this case, there will be more load on the 
central node and eventually would lead to single point of 
failure. This section explains different load balancing 
algorithms along with their benefits.  

 
Ant colony optimization algorithm [16] involves live 
migration of VMs from underloaded nodes to some other 
nodes which are in normal or underloaded state so as to save 
energy consumption on the nodes. This introduces 
significant computational overhead on the nodes. This 
approach is also scalable. Artificial bee colony optimization 
algorithm [17] involves process migration to underloaded 
nodes from overloaded nodes for efficient load distribution. 
This approach is not scalable and may lead to starvation of 
low priority processes. This algorithm is good in terms of 
response time and resource utilization. Agent based load 
balancing algorithm [18] redirects requests to closest nodes 
in nearby datacentres thereby reducing response time. 
Dynamic clustering-based algorithm [19] involves grouping 
nodes for load distribution to improve the overall 
throughput. An adaptive load balancing algorithm [20] 
involves process migration with high throughput. This 
algorithm can incur considerable computational overhead on 
the nodes. Adaptive load balancing algorithm proposed by 
[21] improved resource utilization and throughput. The 
round robin algorithm involves redirecting requests in a 
circular manner and this would help in scalability. Min-Min 
algorithm can provide high throughput, response time, 
resource utilization and performance. 
 
 

5. CONCLUSIONS 
 
This paper presents an in-depth survey and analysis on 

different load balancing techniques with major focus on 
distributed, semi-distributed and centralized dynamic 
algorithms. It also presents a brief overview over different 
static load balancing algorithms. Due to increase in the 
heterogeneity in the systems today, dynamic load balancing 
algorithms play a major role in efficient load distribution. 
This survey can also provide the information for 
implementing efficient load balancing algorithms. This paper 
also lists advantages as well as disadvantages of different 
algorithms along with their challenges which would help in 
developing more efficient algorithms.  
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