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Abstract – Analyzing the stock market is one of the difficult one. Investors investing in stock must know the daily opening and closing prices of their investment. Values keep changing day to day . Therefore we built a model using machine learning to predict the future price of the stocks. The model is built in a way that the investors can see the daily prices and make the most profit out of it. Deep learning approach plays a vital role in prediction of financial time series data. The method used in our project is LSTM(long short term memory). By using the above model we can predict the closing prices of a particular share at the end of the day. Prediction of closing price is done at march1 to march12. Dataset is taken from Kaggle website and we follow all cleaning activities and then apply the algorithm and finally visualize the results in the form of graph. There are three evaluation metric namely RMSE(root mean squared error), MSE(mean squared error), MAE(mean absolute error).
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1. INTRODUCTION

Stock Market’s Future Forecasting is the project on predicting the closing price at the end of the day using data provided by Maruti. The project is developed as a dashboard which is user friendly and the stock price can be viewed by the investors at any time. We are Using pandas to get stock information, next we perform all the required preprocessing steps, apply algorithm and can see the future prediction and also can find out the risks in stock using the old data. We predicted future stock prices through a LSTM model. In this proposed work, Long Shot Term Memory (LSTM) have been utilized for predicting the intraday closing price for Maruti company belonging to different sectors of operation. LSTM will not process a single data point therefore LSTM needs large sequence of data to process and store the values that are previously evaluated. LSTM is the best model built to make predictions with high accuracy.

Stock market is like a ocean which has many old dataset that contains data with different dates and closing prices. LSTM model is trained in such a way that we yield a high accuracy. Investors can invest without fear of loss, because they can see the closing of a particular day so that they can come to a conclusion either to sell or buy a stock. LSTM Can work well even when the dataset is large.

2. METHODOLOGY

The modules in our research work includes,
- Data preparation and exploration
- Preprocessing
- Feature Selection
- Feature Extraction
- LSTM prediction model
- Evaluation measures

Hardware specification
- Processors: Intel Core i5
- Disk space: 320 GB
- Operating systems: Windows10, macOS, and Linux

Software specification
- Server Side: Python 3.7.4(64-bit) or (32-bit)
- Client Side: HTML, CSS, Bootstrap
- IDE: Flask 1.1.1
- Back end: MySQL 5.
- Server: WampServer 2i
- OS: Windows 10 64–bit
2.1 Data Preparation and Exploration

The stock price data set of Maruti was taken from Kaggle web page which contains the stock prices from 2003–01–01 to 2021–02–12 with comma-separated value (.csv) format also it has a opening, closing, high, low, date and etc. By obtaining a data set, then come up with finalized characteristics and behaviour of the stock prices. Seven features are obtained.

<table>
<thead>
<tr>
<th>Date</th>
<th>Open</th>
<th>High</th>
<th>Low</th>
<th>Close</th>
<th>Adj Close</th>
<th>Volume</th>
</tr>
</thead>
<tbody>
<tr>
<td>2009-01-02</td>
<td>12.268572</td>
<td>13.005714</td>
<td>12.165714</td>
<td>12.964286</td>
<td>11.253528</td>
<td>189503800</td>
</tr>
</tbody>
</table>

Fig-1: Data Preparation and Exploration

2.2 Pre-processing

Every dataset consists of various types of anomalies such as missing values, redundancy or any other problem for removing this problem there is need of certain step called as processing data. Pre-processing step is needed to overcome from such problem. There are three pre-processing steps:

2.2.1 Formatting: The data set is used for implementation is taken from Kaggle; it may contain certain attributes whose names are not clear in the (dataset name) also contain certain unrelated attribute which is not useful for the greater performance of proposed work.

2.2.2 Cleaning: Pre-processing or cleaning means is to remove or fixing of missing out entry in the data frame. Row containing these incomplete columned to be removed also for removing certain redundant entries in data frame this step is recommend.
2.2.3 Sampling: Sampling is also done on the dataset to enhance the performance of the algorithm on sample data set may lead algorithm to take longer time.

![Fig-1: Data Pre-processing](image)

2.3 Feature Selection

In this step, data attributes are selected that are going to be given to the next layer that is neural network. In this study Date, Open, High, Low and Last VWAP Close Price are chosen as selected features.

![Diag-3: Feature Selection](image)

Applying feature extension

The first and foremost step after feature selection is applying feature extension. Here, we give the input data to three main feature extension methods like min max scaling, polarizing and calculation fluctuation percentage but the technical indices will not be suitable for all the methods. So we chose meaningful extension methods based on how the calculations of indices are made. After this, the extended features are combined with mostly used technical indices.

Applying recursive feature elimination

Followed by feature extension we apply recursive feature elimination. In this step the unnecessary features in the dataset are removed using recursive feature elimination algorithm. The next step is to give input to PCA but before that preprocessing of features is done. The output is in the form of matrix.

2.4 Feature Extraction

Closing price is being predicted in our work. So, the features that contributes much to the prediction of closing price is extracted in this step. Then, the features are given as input to MACD (Moving Average Convergence/Divergence Oscillator). Followed by this the features are passed on to recurrent neural network algorithm.

![Diag-4: Feature Extraction](image)

Before the LSTM Model split the dataset into training dataset 80% and testing dataset 20%.

2.5 LSTM Prediction model

After going through some prediction model we chose LSTM model for prediction because it best suits for the stock market analysis. It uses the aforementioned dataset, with S&P 500 data points over the time period of 2003-01-01 to 2021-02-12 and splits it up in 80%
training data and 20% testing data. With the selected feature(s) of the current and previous number of days (equal to time step) as input \((X)\), the closing price of the following day is predicted as output \((y)\).

The model is a Sequential model using two LSTM layers and one Dense layer. The LSTM layers use 50 units each and hyperbolic tangent as activation function. The model is currently not using any Dropout and thus runs greater risk of overfitting, but does perform better than with Dropout on our test data.

In the selection process, different settings narrowing the spread between high and low values where tried, not too far from how many root finding methods work in mathematics.

When we tested the samples were accurate in performance and efficiency. As epoch sizes above 20 generated little to no improvements, 20 was chosen as the number of times to iterate over the entire dataset. For loss function, the mean squared error (MSE) is used. Out of the different optimizers available, Adam generated the best results and was thus chosen in favour of stochastic gradient descent (SGD).

The Adam optimization algorithm is a modern alternative to the SGD algorithm which updates network weights iteratively in training data. The SGD algorithm on the other hand maintains a single learning rate for all weight updates. Then the results have demonstrated that Adam works well in practice, even comparing favourably to other stochastic optimization methods, hence its application on this model. Lastly, different number of time steps are tested to see how they affect the model’s performance. The time steps chosen to be tested are 5, 10, 25, 50 and 100. For each of these time steps, the model is trained and tested five times to generate enough data to evaluate their relative performance.

Here is the final graph that is plotted between actual stock price and the predicted stock price. From March 1, 2021 to March 12, 2021.

**Fig-3: Future Forecasting**

Future Forecasting has also been done in our work. A particular day’s open, high, low is given as input to predict the closing price of that particular day.

**Fig-4: Sequence diagram**

**Bar Chart OHLC**

The OHLC chart is used to see the open, close, high and low stock prices. Here there are two main elements namely bullish and bearish. When there is a bullish graph, the investor has profit where the close price is greater than opening price of the stock. Similarly, when there is a bearish graph, the investor faces loss where the close price is lower than the opening price. A bullish graph is represented in green colour whereas the bearish graph is represented in red colour.
So here in our work, the OHLC chart is depicted from March 1, 2021 to March 12, 2021.

This OHLC chart particularly represents every single day’s stock price and helps us to know the profit/loss for that particular day.

2.6 Evaluation Measures

In this research work, we included four evaluation metrics to find out the accuracy of the prediction model. These metrics are used in the result analysis. The actual and predicted close price is used to calculate these measures.

2.6.1 Mean Absolute Percentage Error

Mean Absolute Percentage Error (MAPE) is gives us the accuracy of the prediction model in terms of percentage. In our work, we achieved an accuracy of nearly 86% with MAPE being 14.466. The formula used is,

\[
\text{MAPE} = \frac{1}{n} \sum_{t=1}^{n} \left| \frac{A_t - F_t}{A_t} \right| \times 100,
\]

2.6.2 Mean Absolute Error

The mean absolute error from our model is 0.144666. It is found using the below formula,

\[
\text{MAE} = \frac{1}{n} \sum_{t=1}^{n} |A_t - F_t|,
\]

2.6.3 Relative Root Mean Square Error

The RR MSE of our model is 0.38003. The formula used is,

\[
\text{RMSE} = \sqrt{\frac{1}{n} \sum_{t=1}^{n} \left( \frac{A_t - F_t}{A_t} \right)^2},
\]

2.6.4 Mean Squared Error

The Mean Squared Error (MSE) of our model is 0.18835.

\[
\text{MSE} = \frac{1}{n} \sum_{t=1}^{n} (A_t - F_t)^2,
\]

3. CONCLUSION

This paper presented an implementation of stock market price prediction which will be very helpful for the investors to invest in stock markets. After experimenting many models which had shortcomings, we concluded that LSTM model best suits for stock market price prediction.
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