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Abstract— Over the years the number of sensors, cameras, 
and cognitive pieces of equipment placed in the wilderness 
has been growing exponentially. However, the resources 
(human) to leverage these data into something meaningful 
are not improving at the same rate. Our framework detects 
all the objects based on training set provided to it. Main 
view of this paper is to increase the accuracy rate of the 
detection. it recognize the object even in blur stage or 
under less brightness.In recent days the detection of 
objects is done with RCNN. Our framework takes full 
advantage of extracting from FCN providing more advanced 
representation at each layer, this property is used for 
segment detection. It has advantages in terms of efficiency 
ie ,0.08 second per image, effectiveness and simplicity over 
existing algorithms. It can be analyzed on the role of 
training data on performance, the experimental results 
provide a more reasonable and powerful training set for 
future research.Over 60-65k images can be trained for 
detection. This framework can be constructed using deep 
learning, which is a subset of machine learning in AI that 
has network capability of learning unsupervised from data 
that is unstructured or unable. 
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1. INTRODUCTION 

A few years ago the development of software and hardware 
vision systems was mainly limited to the development of 
the user interface, in which most of the programmers in 
each company participated. The developers solved the 
problems of image processing themselves. 

Object recognition describes a collection of Computer 
vision tasks that include activities such as identifying 
objects in video. Image classification includes activities 
such as predicting the class of one or more objects in an 
image. Object position refers to identifying the location of 
one or more objects in an image and drawing a bounding 
box around its extent. Detection does the job of combining 
these two tasks and finding and classifying one or more 
objects in an image. Image classification also assigns a class 
name to an image, while when objects are found, a 
bounding box is drawn around one or more objects in an 
image. 

 

Object recognition is getting harder and harder and you 
combine these two tasks and draw a bounding box 
around each object of interest in the image and assign it 
a class name. Collectively, all of these problems are 
referred to as objects. Object recognition refers to a 
collection of related tasks used to identify objects in 
video.  

Region-Based Convolutional Neural Networks (R-CNNs) 
is a family of techniques for addressing object location 
and recognition tasks designed for model performance. 
You Only Look Once or YOLO is known as the second 
family of object recognition techniques designed for 
speed. 

Our framework recognizes all objects based on the 
provided training set. The main view of this paper is to 
increase the recognition accuracy rate. It recognizes the 
object even in the unsharp stage or with less brightness 
and 60-65,000 scanned images are trained for 
recognition. 

II. RELATED WORKS 

The methodology proposed uses multilayer 
convolutional neural networks to develop a model of a 
multilayer system in order to classify a given object into 
one of the defined categories. The solution then uses 
multiple images and identifies objects from these 
images by assigning them appropriate class labels. In 
order to improve computing power, the proposed 
algorithm is used in combination with a multilayer 
convolutional neural network, which uses a large 
number of predefined blocks and leads to more accurate 
recognition. Use various parameters to check the 
accuracy of object detection, such as frame drop 
function, frames per second (FPS), average accuracy 
(mAP) and aspect ratio. The experimental results prove 
that the method we proposed has higher accuracy. 

Here, we use two different algorithms for detecting an 
object from video/image: 

1. FRCNN(Fast Regional Convolutional Neural Network) 

2. YOLO(You Only Look Once) 

The combination of the results of algorithm will help us 
to achieve better gain. 
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III. FAST REGIONAL CONVOLUTIONAL NEURAL 
NETWORK(FRCNN) 

Ross Girshick, the author of RCNN, came up with the idea of 
running CNN only once per image and then figuring out a 
way to spread that calculation across all 2,000 regions. In 
Fast RCNN we pass the input image on to CNN, which in 
turn generates the convolutional feature maps. These maps 
are used to extract the regions of the proposals. We then 
use a RoI pooling layer to reshape all of the proposed 
regions to a fixed size so that they can be fed into a fully 
connected network. 

We'll break this down into steps to simplify the concept:  

Classes simultaneously. 

1. We’ll take an image as input.  

2. The image is passed to ConvNet, and ConvNet 
generates the region of interest in turn.  

3. The RoI pooling layer is applicable to all these 
areas. Change them to match the ConvNet entry. 
Then move each area to a fully connected network.  

4. The softmax layer is used for output categories on 
a fully connected network. In addition to Softmax 
slices, linear regression slices are also used in 
parallel with the coordinates of the output 
bounding box of the prediction class.  

Unlike using three different models in RCNN, FastRCNN 
uses a single model to extract elements from a region, 
divide the elements into different classes, and return 
bounding boxes for classes that are simultaneously 
identified. 

 

Figure 1. Fast RCNN architecture 

IV. YOU ONLY LOOK ONCE(YOLO) 

The above object detection algorithms use regions to locate 
the object within the image. The network does not consider 
the entire image, but rather parts of the image that are 
highly likely to contain the object. YOLO or YouOnly Look 
Once is an object recognition algorithm that is very 
different from region-based algorithms. A single 
convolution network in YOLOpredicts the bounding boxes 
and class probabilities for these frames. 

The way YOLO works is as follows: We take a picture 
and divide it into an SxS grid. In each grid, we use m 
bounding rectangles. For each bounding box, the 
network generates similarity and offset values for the 
bounding box. Select a bounding rectangle with a class 
probability greater than the threshold and use it to 
locate the object in the image.  

Size faster (45 frames per second) than other object 
detection algorithms. The limitation of the YOLO 
algorithm is that there are problems with small objects 
in the picture, such as birds. It is difficult to spot a flock 
of birds. This is due to the space limitations of the image 
algorithm. 

 

Figure 2. YOLO architecture 

SYSTEM ARCHITECTURE 

 

Figure 3. Combined architecture of Fast RCNN and 
YOLO 

This architecture describes the detection of objects by 
two combinations of algorithms, YOLO and FRCNN. 
First, the video image frame is included in the data 
preprocessing. Here the image is converted to grayscale. 
Then we use the Yolo algorithm, which recognizes the 
objects in the images at the base of the grid. You can 
divide the objects according to the grid. We also 
combine FRCNN here to accurately spot objects based 
on region. Here the objects are subdivided as region by 
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region and the bounding box is generated in each 
recognition stage. Generate a region of interest. These are 
the regions that the network believes could contain an 
object. The large number of bounding boxes, each of which 
has an objectivity rating and get into the shifts. First, the 
zero padding fills the input volume around the edge with 
zero. If we want to apply the same convolution layer but 
keep the output volume the same, we will use this. Then the 
convolution layer extracts the features from the input 
images. is carried out between the images and the filter. 
The visual properties are extracted for each of the images. 
They are evaluated based on the visual properties and 
determined whether and which object is present. Then 
ReLU (Rectified Linear Unit). This level only changes all 
negative triggers to 0. Apply the function f (x) = max (0, x) 
to all values in the input volume. This layer increases the 
nonlinear nature of the model. Then the maximum pooling 
selects the highest intensity pixels in the image, which are 
useful when the image background is dark and we are only 
interested in the lightest pixel in the image. On the other 
hand, the convolution layer occurs in every single stage for 
feature extraction. Then the fully connected layer is usually 
placed in front of the output layer. In this input image, the 
previous level is flattened and fed to the output level fully 
connected layer, at this stage the classification process 
begins, then the maximum suppression, in which several 
regions are proposed for the same object, is not applied. 
After the NMS, only the box that best fits the object 
remains, the rest is ignored. Layers are connected to each 
other and there are hidden layers between them too. Atlast 
the objects are detected using the combination of these 
algorithms and the accuracy rate is increased. 

OBJECT DATA COLLECTION 

Real-time data from the Coco dataset. Data collection is one 
of the most important and important tasks of a machine 
learning project. Because the input we feed into the 
algorithms is data. Therefore, the efficiency and precision 
of the algorithm depends on the accuracy and quality of the 
data collected. So the same data is output. Common Objects 
in Context (COCO): COCO is the recognition, segmentation 
and labeling of objects on a large scale. It contains around 
330,000 images, 200,000 of which are marked for 80 
different object categories. 
 
DATA PREPROCESSING 
 
The data collected from various means is in a messy format, 
and there may be many null values, invalid data values, and 
unwanted data. Clean all this data and replace it with 
appropriate or similar data. Delete empty dates and 
missing data and replace them with some dates. The fixed 
substitute value is the most important preprocessing step 
of the data. All these cases need to be checked and replaced 
with substitute values so that the data is meaningful and 
useful for further processing. Data should be stored in an 
organized format. 

 

EXPERIMENTAL RESULTS 

Table1.Comparison of accuracy(%) between frcnn,yolo 
and combination of both in COCO dataset. 

Number Category FRCNN YOLO Combined 
1 cat 86.3 81.4 89.4 
2 bird 70.8 57.7 73.5 
3 person 72.0 63.5 74.7 
4 car 71.6 55.9 73.1 
- mAP 75.17 64.62 77.67 

 

The above table shows that performance is better when 
we combine both the algorithms for detecting an object 
and we get a gain of 2.5. 

 

Figure 4. Comparison of the performance among Fast 
RCNN, YOLO and Fast RCNN+YOLO in COCO dataset. 

CONCLUSION 

With the help of this paper and based on the 
experimental results, we can recognize objects more 
precisely and identify the objects individually with the 
exact position of an object in the image on the x, y axis. 
This paper also contains experimental results on 
various methods for the detection and identification of 
objects and compares each method based on its 
efficiency. 
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