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Abstract – Research in compiler construction has been one 
of the core research areas in computing. Researchers in this 
domain try to understand how a computer system and 
computer languages associate. A compiler translates code 
written in human-readable form (source code) to target code 
(machine code) that is efficient and optimized in terms of time 
and space without altering the meaning of the source 
program. This paper aims to explain what a compiler is and 
give an overview of the stages involved in translating 
computer programming languages. 
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1. INTRODUCTION 
 
Assembly or high-level languages are the languages used to 
write a computer system program. However, a computer 
system understands none of these languages. Therefore, a 
compiler is needed to translate the high-level language. A 
high-level language is a language written in a human-
readable form with an easy-to-read syntax [6]. Examples of 
such languages are Java, C#, Delphi, Ruby and many others. 
Any computer program written in a high-level language is 
known as source code. A compiler uses a source code as 
input, processes it and produces an object code without 
changing the meaning of the source code [6]. The object code 
is sometimes called machine code or target code [7]. 

A compiler is a computer system software that transfigures 
source code into an intermediate code which afterwards 
transformed into target code without altering the meaning of 
the source code [5, 3]. The result of this transformation 
(machine code) must be efficient and optimized in terms of 
time and space (memory size). The interface between a 
computer programmer and a computer system is the 
compiler and the operating system [3]. A compiler detects an 
error(s) in the source code during compilation processes and 
handle. There are three types of error in computer 
programming. They are syntax, runtime and logic error [7, 
6]. The only detected error during compilation processes is 
the syntax error. The other two types of errors occur during 
program execution [4]. 

The back-end and the front-end [7] are the two parts of a 
compiler. The task of the back-end is to synthesis the target 
language. Then, the front-end analyses the source code [6]. 
In a perfect compiler design, the back-end will lack any 
knowledge of the source code, and the front-end will also 
lack knowledge about the target code. A compiler operates in 
stages. Each stage performance a specific task. These stages 
are a scanner, parser, semantic analysis, intermediate code, 
code optimization and code generator [1, 6, and 7]. 

 

Fig 1: Abstract view of a compiler 

1.1 Features of a compiler 

a. Correctness 
b. Speed of compilation 
c. Preserve the correct meaning of the code 
d. Compile-time proportion to program size 
e. Good diagnostics for syntax errors 
f. Good error reporting and handling 
g. Work well with the debugging 

1.2 Types of compiler  

  A compiler is divided into 3, namely: 
a. Single-pass compiler 
b. Two-pass compiler 
c. Multi-pass compiler 
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2. THE COMPONENTS OF A COMPILER 

Before a compiler translates source code to object code, 
the source code undergoes a series of steps, and these 
steps are called phases of a compiler [6]. Each stage 
performs a single and unique duty. A data structure 
called a symbol table is needed to store the output of 
each stage, and an error handler needs to be present to 
keep tracks of errors encounter [7]. 

The phases of a compiler consist of six (6) phases. These 
phases can be regrouped into two (2) categories as 
follow below [6]. 

2.1 Analysis: 

The source code is divided into meaning characters 
and creates an intermediate representation. This 
part is further subdivided into three (3) as follows: 

a. Lexical analysis 
b.  syntax analysis 
c. Semantic analysis 

2.2 Synthesis  

The output of the analysis is used here to produce 
the desired machine-oriented code. This section is 
subdivided into three (3). 

a. Intermediate code generation 
b.  code optimization 
c.  code generator 

 

 

Fig 2: Block Diagram of Compiler 

LEXICAL ANALYSIS 

Lexical analysis is the first stage in compiler construction. 
This stage is also called scanning [6]. In this stage, the source 
code is scan to remove any whitespace or comments. Then, 
the source code is categories into meaningful sequences of 
lexical item called tokens.  
 
A token may be composed of a single character or sequence 
of character. A token is classified as being either: Identifiers, 
Keywords Operators, Separators, Liberals, and Comments. 
For each lexeme the scanner produces a token as output in 
the form [7]:      <Token- name, attribute-value> 
 
A lexical analyser may be implement using Regular 
expression from automata theory and deterministic finite 
automata [6]. A Regular expression is used to specify the 
token while deterministic finite automata are used to 
recognise the token. Now let analyse the following: 
Count = frequency + 1 
 

Lexeme(collection 
of characters) 

Tokens(category 
of lexeme) 

Count Identified (id) 
= Assignment 

operator 
frequency   Identified 
+ Addition operator 
1 Integer constant 

 

 

Fig 3: Lexical Analyzer Interface  

SYNTAX ANALYSIS 

The next stage immediately after the scanner is the syntax 
stage.  This stage is also known as parsing [6]. The parsing 
stage takes a token produced in the first phase and 
constructs a syntax tree (parse tree).  The goal of parsing is 
to determine the syntactical validity of a source string.  
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Parsing is implemented using context-free grammar (CFG) 
[6, 7]. A context free grammar CFG notations are used to the 
syntactic specification of any program. 
Now let analyse the following: 
Count = frequency + 1 
 

 
Parse tree as an output of Parser 

 
 

 
Fig 4: parse information flow 

SEMANTIC ANALYSIS 

This is the third stage in a compiler construction. Semantic 
analysis check for semantic errors in the parse tree 
produced by the syntax analyzer [6]. Examples of semantic 
errors are data compatibility (data type), undeclared 
variable use and many more.  
 

INTERMEDIATE CODE GENERATOR 

In this phase, an intermediate code of the machine-oriented 
is generated.  It represents a program for some abstract 
machine [6]. The intermediate code is between a program 
written in human-oriented and machine-oriented. 
 
 
 

CODE OPTIMIZER 

The intermediate code generated in the previous stage is 
been optimized in this stage. The structure of the tree that is 
generated by the parser can be rearranged to suit the needs 
of the machine architecture to produce an object code that 
runs faster [2]. The optimization is achieved by removing 
unnecessary lines of codes. 
 

CODE GENERATOR 

Code generator is the last phase of a compiler construction 
process. The code generator uses the optimized 
representation of the intermediate code to generate a naïve 
machine code. This stage depend on the machine 
architecture.  

 
3. CONCLUSIONS 
 
This paper explains what a compiler is and gives an 
overview of the steps involved in translating a programing 
language into object code. A compiler translate source code 
into object without tempering with the meaning of the 
source code. The steps involved in translating a language are 
six namely; lexical, syntax, semantic, intermediate 
representation, code optimizer and code generator.  Each of 
this phases perform a single task. 
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