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Abstract - In Traditional networking architecture, that is 
lack of functional abstraction and monitoring capabilities, 
often fails to meet the dynamics of IoT. Huge amount of data 
can be generated by the geo-distributed and heterogeneous 
IoT devices. Inefficient management of this generated data 
promotes network congestion and increased computational 
overhead on the data processing entities. Software Define 
Network (SDN) can be a viable alternative of the traditional 
networking architecture while dealing with IoT. In SDN, 
management, monitoring and context sensing of the connected 
components are simplified and can be customized. In this 
paper, SDN-sensed contextual information of different 
components (computational entities, network, IoT devices) are 
combined together to facilitate scalable resource discovery in 
IoT. The proposed policy targets balanced processing and 
congestion-less forwarding of IoT-data. Through simulation 
studies, it has been demonstrated that the SDN-based resource 
discovery in IoT outperforms the traditional networking based 
approaches in terms of resource discovery time and Quality of 
Service (QoS) satisfaction rate.  
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1. INTRODUCTION  
 
In recent years, the Internet of Things (IoT) has drawn 
significant research interest. Due to rapid enhancement in 
hardware and communication technology, it is predicted that 
by 2020, there will be more than 50 billion active IoT devices 
[1]. IoT devices are geo-distributed, energy constrained and 
heterogeneous. The configurations, applicability and sensing 
frequency of IoT devices are also diversified.Most of the IoT 
devices participate in real-time data sensing. As a 
consequence, the devices can generate huge amounts of data 
within a minimal time. When a large number of IoT devices 
send data simultaneously towards the computational entities 
(e.g.Cloud, Fog nodes, Edge servers), it is more likely to 
create network congestion. Besides, random placement of 
IoT-data can increase processing overhead on the 
computational entities. In such scenario, efficiency of the 
underlying network in managing incoming IoT-data (data 
processing, data forwarding) is very crucial.However, due to 
lack of functional abstraction and inability in monitoring 
internal operations of the connected components (IoT 

devices, computational entities), the traditional networking 
architecture is not suitable for efficient IoT-data 
management. In this case,Software Define Network (SDN) 
can be adopted to overcome the shortcomings of traditional 
networking architecture in respect of IoT [2]. 

SDN is a very recent innovation in networking technology 
that operates through a software system in place of 
specialized and dedicated hardware. It offers 
programmability of networking elements by decoupling 
network control plane and data forwarding plane [3].In SDN, 
there exists a centralized entity that perceives the topology 
and status of the network. Based on perception, 
thecentralized controller entity determines the data 
forwarding rules and notify the rules to the data forwarding 
entities.Through abstraction of lower level networking 
functionalities, SDN can set up, administrate, alter, and 
manage network behaviour dynamically.In different 
computing paradigms (e.g. Cloud computing, Mobile edge 
computing), SDN based solutions have been explored 
extensively to meet automatedondemand service requests, 
handle mobility issues,ensure network reliability , etc. [4]. 
SDNbased solutions promote virtualization of network, 
ensures flexibility in resource utilization, monitors internal 
operations of the connected components, senses contextual 
information, minimizes both capital and operational 
expenses. Although networking among the sensors is the 
fundamental factor for IoT [5], SDN-based solutions for IoT 
have not been enlightened significantly. From the 
perspective of IoT, SDN-based solutions can play vital roles 
in resource discovery and load balancing. 

Generally, resource discovery in IoT refers to appropriate 
resources for processing IoT-data and its associate routing 
path to forward the data.In traditional networking 
architecture, the computational entities for processing IoT-
data and the associate connections are predefined and static. 
Therefore, traditional static network architecture cannot 
cope with the increasing number of IoT.  

Devices and their uncertain data load. As a result, QoS 
degradation in terms of network bandwidth and service 
delivery is widely observed. Taking cognizance of this fact, 
we investigate how SDN-based solutions can facilitate 
resource discovery in IoT. The proposed SDN-based solution 
incorporates contextual information from three different 
aspects (computational entities, network, IoT devices) while 
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dealing with resource discovery in IoT to facilitate flexible 
data processing and congestion-less data forwarding. 
Besides, the proposed policy ensures dynamic management 
of IoT-data in SDN that can be scalable to certain extent 
according to the situation.The major contribution of the 
paper are listed as: SDN-based solution for scalable IoT-
resource discovery to facilitate uninterrupted data 
processing and data forwarding. 

1.1 Related work 
 
Several research works on SDN have already been conducted 
in different areas of computation and networking. In [6], 
authors design a SDNsupported cloud computing 
environment through OpenFLow switches and 
controllers.They extend the features of OpenFLow controller 
in order to facilitate load balancing, less energy usage, and 
service monitoring.Besides, a queuing model is developed to 
claim the feasibility of the system. The SDN based solution 
aims at providing QoS that satisfies cloud computing services. 
In [7] some potential architectures of SDNbased Mobile Cloud 
have been proposed. The authors of the paper focus on 
identifying basic components of SDN-based Mobile Cloud that 
can deal with mobility and uncertain network status. Several 
frequency selection methods for data transmission have also 
been discussed. The feasibility of the SDN-based solution has 
been highlighted in terms of high packet delivery rate and 
system overhead. 
 
The authors in [8] argued that with dense deployment of 
mobile devices and limited network bandwidth,it becomes 
difficult to assign radio resources for processing service 
requests. Besides, management of interference and load 
balancing between base stations get tough. To overcome 
these issues, authors propose a software defined radio access 
layer named "SoftRAN" . It works as the centralized control 
plane for radio access networks. According to the authors, 
SoftRAN can efficiently handle load distribution, 
 
• Explored the applicability of SDN-sensed contextual 
information in managing uncertain load of IoT-data. 
• Comparative study between SDN-based IoTresource 
discovery and traditional static network based approach in 
terms of resource discovery time and QoS satisfaction rate. 
In the following section, several related works in this field are 
highlighted (Section. 2). InSection. 3 and 4 the system model 
and SDNbased IoT-resource discovery are discussed 
respectively. In Section. 5 performance evaluation is 
demonstrated. manage interference within the network, and 
maximize the networking throughput. In respect of scalability 
in SDN, the authors of,claimed that SDN scalability is free 
from inherent bottle neck. In that paper , the scalability of 
SDN controllers has been discussed in detail. Besides, the 
authors investigate the scalability in SDN in terms of 
overhead and fault tolerance. Since SDN reduces network 
programming and management complexity ,SDN enhances 
the level of flexibility to accommodate network programming 
and management at any scale. 

The impact of SDN in IoT has also been explored in several 
research works. In [10 ] a software defined framework is 
proposed that simplifies management of IoT-driven 
processes and deals with dynamic challenging aspects of IoT 
in terms of forwarding, storing and securing sensed IoT-data. 
The framework integrates them software define network, 
software define storage,and software define security into a 
single software define based control model.In authors 
represent a software-defined IoT system for controlling flow 
and mobility in multi-networks named "UbiFlow" . UbiFlow 
facilitates controllers’ entities to be placed distributive so that 
urban-scale SDN can be divided into different geographic 
partitions. In this case, a hash-based distributed overlay 
structure helps to maintain network scalability and 
consistency .Fault tolerance and load balancing are also 
handled by UbiFlow. Besides, it providesvisibility over the 
underlying network and optimizes the selection process of 
access points within multi-networks so that QoS satisfies IoT 
data flow can be ensured. However, in the aforementioned 
works, the impact of SDN-sensed contextual information in 
IoT resource discovery has not been enlightened. Resource 
discovery plays an important role in not only ensuring QoS-
satisfies processing of IoTdata but also managing network 
from being congested due uncertain load.Therefore, the 
paper aims at SDN-based resource discovery for IoT so that 
scalability in resource discovery for IoT-data processing and 
forwarding can be ensured. 
 

2. SYSTEM MODEL 
 
IoT-devices are geo-distributed and heterogeneous in terms 
of data sensing frequency and application specification. Due 
to energy constraint, IoT-devices cannot process any sensed 
data but using communication protocols like Constrained 
Application Protocol 
 
(CoAP), Simple Network Management Protocol(SNMP), etc. 
can forward the sensed data towards Cloud or Fog for further 
processing. However, here we assumed that, the IoT-devices 
and the computational entities can interact through 
SDN.Unlike traditional static networking architecture (as 
shown in Fig. 1.a), in SDN (as shown in Fig. 1.b),data 
forwarding plane is decoupled from the controller plane. 
Here, Centralized Controller component(CC)determines the 
routing path and data forwarding rules.The other networking 
entities like switches, gateways, access points, base stations, 
etc. forwards the data according the guidelines of the CC.In 
order to identify the efficient data routing path and 
computational entity, the CC senses the contextual 
information and monitors the internal operations of network, 
computational entities and IoT devices.In general, contextual 
information provides enriched perception regarding different 
system components [12 ]. Here, the contextual information 
includes: 
 
-Current traffic load (network throughput) on different 
routing paths. 



          International Research Journal of Engineering and Technology (IRJET)       e-ISSN: 2395-0056 

                Volume: 08 Issue: 03 | Mar 2021                 www.irjet.net                                                                      p-ISSN: 2395-0072 

 

© 2021, IRJET       |       Impact Factor value: 7.529       |       ISO 9001:2008 Certified Journal       |     Page 2559 
 

-Current data processing load (size of queued data) on each 
computational 
entity. 
- Data sensing frequency (data transmission rate) of IoT 
devices. 
As the components of the modelled system interact with each 
other through SDN, it is possible to track the context of each 
component. 

 
 

Fig -1: Traditional Static Network 
 

 
Fig -2: SDN Enabled Network Architecture for IoT 

 
Reference of several context -sensing frameworks forSDN is 
available in the literature . Any of the frameworks can be 
applied to track the contextual information of the 
computational entities, underlying network and IoT 
devices.The sensed contextual information helps CC to 
perceive the whole system efficiently and enhance the 
visibility over each of the components. 
 
Due to software defined architecture, SDN can dynamically 
activate any idle computational entity and routes towards 
the entity whenever the current system model becomes 
unable to meet the service demand. Moreover, in an SDN-
based system, an IoTdevice is unaware about the 
computational entity where associate IoT-data is going to be 
processed. In consequence, the system becomes able to 
provide virtualization in processing IoT data and can be 
managed according to the dynamics of the environment. 

Hence, an SDN-based system supports scalability to a p 
extent. Conversely, in the traditional static network 
architecture, IoT-data cannot be migrated to other 
computational entities as it does not provide any virtualized 
settings. As a result it becomes very difficult to achieve 
scalability in the traditional network. Necessary notation for 
modelling the system has been provided in table 1 
 

Table -1: Notations 
 

Symbol Definition 

E Set of all 

computational 

entities. 

0.5” Bottom 0.5” 

αe Data 

processing 

capacity of 

computational 

entity e, e ∈ E 

0.5” Right 0.5” 

φe Current data 

processing load on 

computational 

entity e, e ∈ E 

Font Cambria / 10 pt   

P Set of all 

communication 

paths. 

Heading 13 Point    

Pe Set of all 

communication 

paths to 

Spacing Single line 
spacing 

  

 
3. PROPOSED SYSTEM 
 

3.1 SDN Based IOT Resource Discovery 
 

The proposed SDN-based IoT-resource discovery policy 
executes in the CC. Whenever an IoT-device sends any data 
µnfrom the external environment, it forwards the data 
µnthrough SDN to CC. Besides, the contextual information of 
IoT-device and regarding its data transmission rate λn is also 
sent to CC. Based on the received information,CC runs the 
DiscoverResources procedure as shown in Algorithm. 1. 

 
The DiscoverResources procedure consists of four basic 

steps. The steps can be described as follows: 
1. At First, for each of the computational entities (line 4), it 

is checked whether the inclusion of µnto its current data 
processing load exceeds the capacity of the corresponding 
computational entity (line 5). If it satisfies then the 
computational entity with minimum data processing load is 
selected as the target entity for processing µn(line 6-8). This 
approach can be termed as the best -fi selection of 
computational entities. 
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2. Later, from the available routing paths the suitable 
routing path towards the selected computational entity is 
identified (line 10-13). In this case, the firs route is selected 
that cannot be congested due to per unit time data 
transmission from the IoT device n (line 11). This is 
considered as the firs -fi selection of the routing path. 

3. In this step the sensed data µn of IoT device n is 
forwarded towards the selected computation entity through 
a congestion-less routing path (line 1416). 

4. If no feasible computational entity or routing path is 
found, CC can 

dynamically initiate any idle 
Algorithm 1 Resource discovery algorithm 
 
1: procedure DIscOverResOUrces(n, λn, µn) 
2: η ← maxLoad 
3: se null 
4: for e := E do 
5: if φe + µn< αe then 
6: if φe < η then 
7: η ← φe 
8: se← e 
9: sp null 
10: for p := Pse do 
11: if βp − ωp > λn then 
12: sp p 
13: break 
14: if ses null then 
15: if sps null then 
16: Forward µnto see throughsp 
17: if is =null or sp= null then 
18: Activate computational entity ae; 
ae E 
19: Identify route map towardsae; ap P 
20: Forward µnto aethrough ap 
 
computational entity and identify route towards the entity 

so that the sensed data µncan be forwarded for processing. 
The DiscoverResources procedure combines best -fi and firs 
-fi selection approach (step 1-2) within it. Generally, the 
complexity of this algorithm will increase linearly as the 
number of computational entities increases. However, due to 
step 1 and 2, it becomes easier to identify appropriate 
computational resources and associated routing path (step 
3). Moreover, due to basic features of SDN, it is also possible 
to accommodate increasing service demand to idle 
computation entities (step 4). As a result, scalability issues in 
resource discovery for IoT become attainable. Since the 
Discover Resources procedure facilitates resource discovery 
and scalability, it plays a crucial role in minimizing resource 
discovery time and in enhancing QoS satisfaction for 
increasing the number of IoTservice requests. Besides, not 
only in IoT, the proposed SDN-based approach can be 
extended to any sort of operations where real- time 
interactions are involved. 

 
 

4. PERFORMANCE EVALUATION 
 
Then order to claim the feasibility of the proposed SDN- 
based IoT-resource discovery policy at first , the system has 
been simulated and later the experimental results are 
analysed. 
 

4.1 Simulation Environment 
 
The system model has been simulated using iFogSim 
simulation toolkit. iFogSimsimulation toolkit has been 
developed upon the CloudSim framework which has been 
used extensively to simulate Cloud, Mobile Cloud, Vehicular 
Cloud environment. In the simulation, Fog nodes are 
considered as the computational entities and CC is a 
specialized Fog node to conduct basic operations on SDN. In 
the modelled simulation environment, IoT-devices can be 
placed at any location and the devices can ask for processing 
their sensed data by following poisson distribution. As the 
compatible real- world workload is not currently available, 
in the simulation, synthetic workload has been used. The 
workload and modelled system can be easily reconstructible. 
Simulation parameters and units are represented in table 2. 
 

Table -2: Simulation Parameters 
 

Parameter 

Simulation 

Duration 

0.5” Bottom 0.5” 

Processing 

capacity of Fog 

nodes 

0.5” Right 0.5” 

Service request 

size 

Font Cambria / 10 pt   

Link bandwidth 

capacity 

Heading 13 Point    

Transmission rate 

of IoT devices 

Spacing Single line 
spacing 

  

 

4.2 Simulation Result 
 

The required time for identifying suitable computational 
resources is considered as one of the perf metrics. In order to 
model resource discovery time Eq. 1 has been applied. Here, 
the summation of data propagation time (δt) from source IoT 
device to target Fog node and waiting time (νt)Fog node has 
been identified as total resource discovery time (RDt) for 
data processing requests 

RDt = δt + νt ------------(1) 
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Fig. 2 depicts that resource discovery time for IoT in a static 
network is higher compared to SDNbased policy . Although in 
SDN-based approach, a certain amount of time is required by 
CC to identify appropriate target Fog nodes and the associate 
routing path, the policy helps to reduce data processing 
waiting time and data propagation time to a great extent. 
Infact , the SDN-based solution selects that Fog node and that 
routing path as processing and communication medium in 
which processing load and network congestion is 
comparatively less. That’s why in SDN-based solutions 
resource discovery time gets minimized. Conversely, in static 
network based approach neither data processing overhead of 
Fog nodes nor network congestion is taken into account. As a 
result, a high amount of time is required for resource 
discovery. 

 

Chart -1: Resource discovery time vs number of service 
requests 

 
In addition to resource discovery time, the percentage of QoS-
satisfy data processing requests is considered as another 
performance metric. Here, the deadline satisfied service 
delivery is taken into account as a QoS parameter .A data 
processing request satisfies QoS when the following 
condition is satisfied: here ∆t is the service delivery 
deadline,τt is the service response time. 
 
∆t >τt--------------(2 
 
Fig.3 represents that, the percentages of QoS satisfied service 
requests in a static network decreases significantly as the 
number of service requests increases. In SDN-based IoT, as 
scalable resource discovery for increasing number of service 
requests is ensured, the percentage of QoS satisfied service 
requests always remains high. 
  

 
 

Chart -2: Percentage of QoS satisfied service requests vs 
number of service requests 

 
However, a very less amount of downfall in the percentage of 
QoS satisfied service requests is also experienced in 
SDNbasedIoT as the number of service requests is also 
experienced in SDN-based IoT as the number of service 
requests rises. It happens due to runtime activation of idle 
Fog nodes to meet the service demand. The required time for 
activating an idle Fog node has adverse effects on the QoS 
satisfied service delivery of some requests. 
 

5. CONCLUSIONS 
 
 The domain of IoT is expanding at a great pace. It is also 
experiencing different types of challenges in its way of 
practical applicability. We have targeted one of such 
challenges of IoT in respect of scalable resource discovery. 
Here, the proposed SDN-based resource discovery policy for 
IoT uses contextual information of computational entities, 
networks and IoT devices to identify suitable resources and 
routing path to process and forward IoTdata. The policy is 
independent of the increasing number of data processing 
(service) requests that comes from geodistributed IoT-
devices. In consequence, the policy facilitates scalable 
resource discovery in IoT. Moreover, several simulation 
studies also claim the feasibility of the proposed policy in 
respect of resource discovery time and QoS satisfaction rate 
of service requests. The SDN-based solution is substantially 
efficient compared to the static network based resource 
discovery for IoT. In future we aim at extending SDN-based 
solutions to other aspects of IoT such as SDN-based IoT 
network management, SDN-assisted content distribution in 
IoT, application deployment in SDN-enabled IoT. 
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