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ABSTRACT: Weather forecasting has been accomplished 
by physical models of the atmosphere for a very long 
time, which are unstable, and the predictions are 
inaccurate for a very long time. As machine learning 
techniques are more powerful to disturbance of motion, 
survey their application to weather prediction to 
potentially generate more exact weather prediction for 
large durations. The scope of our project was predicting 
the maximum temperature and the minimum 
temperatures for inclined day, and also for the past one 
month for various cities. A Random Forest model and a 
variation on a functional regression models are used, 
with the latter able to capture trends in the weather. The 
two models outperformed the professional weather 
predicting services, although the discrepancy between 
our models and the professional ones diminished rapidly 
for forecasts of later days, and perhaps for even longer 
time scales our models might surpass skilled ones. The 
Random Forest model exceeds the functional regression 
model, suggesting that two days were too short for the 
latter to capture important weather trends, and basing 
our prediction on weather data for four or five days 
would allow the functional regression model to exceed 
the linear regression model. 

I. INTRODUCTION 

 Weather prediction is the function of technology and 
science to predict the circumstances of the atmosphere 
for a given time and place. People have to predict the 
weather consistently for millennia and regularly since 
the 19th century. Weather predictions are made by 
gathering significant data on the present state of the 
atmosphere at a particular location and using 
measurements to design how the atmosphere varies. The 
weather forecast now relies on computer-based models 
that take into account a number of measurement factors. 
Human input is still needed to select the best forecast 
model based on the forecast, which includes model 
recognition skills, telecommunications, knowledge of 
model performance and knowledge of model 
dependencies. The lack of forecasting is due to the 
erratic quality of the environment, the enormous 
computational forces required to solve the equations 
describing the environment, the error in measuring the 

initial conditions and the incomplete understanding of 
the measurement processes. 

II. SCOPE OF PROJECT 

 Predicting the Weather of day today changes without 
any visualizing tools. Using the previous data of weather 
changes per hour is given to the model so that it will 
predict the weather according to the previous past data. 
Weather varies for every hour our dataset has every 
hour data so that machine will be trained more 
accurately. It will reduce the cost for equipment. Daily 
update of weather should be updated in the dataset so 
that the accurate weather details are easy to get. 

III. EXISTING SYSTEM 

The weather forecasting consistently outperformed our 
models across all days, with a large inconsistency in 
earlier days and a small inconsistency in later days. This 
was expected because the physical models of the 
atmosphere could be solved accurately for a short period 
of time, but the instability of the physical models caused 
the errors to accumulate rapidly over the long term. In 
contrast, machine learning algorithms are stronger for 
early-stage disruptions and, over the long term, our 
models outperform professional weather forecasting 
services. It will cost more when using default 
mechanism. 

IV. PROPOSED SYSTEM 

Using the Machine Learning Classifiers predicting the 
Weather for preferred time and day. The Random Forest 
classifier gives more accuracy than other model. Building 
more than one model namely SVM, Naïve Bayes and 
Decision tree. Comparing the accuracy of Machine 
Learning models Random forest Repressor gives more 
accuracy. 

V. SYSEM ARCHITECTURE 

In this system, User starts the process with the weather 
data. Weather module is initialized with the weather 
data which is acquired from the user in the processes of 
data collection and pre-processing as a procedure. Then 
the initialized data is tested using trained data module 
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and tested data module and predicts the weather as an 
output and delivers to the user. 

 

A. UML DIAGRAMS 
 
Use case diagram 

The data from the user are taken as inputs. Then the data 
is processed. Data is implemented in the trained module 
and are tested. After testing the data, the weather is 
predicted and executes the output. 

 

 

Data flow diagram 

DFD 0, DFD 1, DFD 2 are the data flow diagram that 
represents the flow of data process and generates the 
report. 
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Flow chart 

A flowchart is a representation of the process using 
diagrams. It is also defined as a diagrammatical 
representation of algorithms or step by step process of 
solving tasks. 

 

ER diagram  

ER diagram abbreviated as Entity-relationship model 
outlines the structures of the database. An ER model is 
usually a blueprint or design which is later applied to 
database. 

 

 VI. MODULES 

● Data collection and  

pre-processing 
 

● Creating weather modules 

● Weather Celsius prediction using Interface with UI. 

A. Data collection and Pre-processing 

Data collection is the process of collecting every detail 
about the weather forecasting using radar and satellite. 
After collecting the very good dataset , datasets are 
prepared separately for everything. It will increase the 
accuracy rate as well as the perfect model. Pre-
processing is the process of data and the data sets are 
prepared according to the details. Two data set are 
prepared for the model. Pre-processing of selecting the 
features that will affect our model and will not change in 
output. After the selection of the features the data set is 
used to train our model. 

B. Creating weather modules 

After the pre-processing of the data the dataset is used 
for training. The dataset is split as features and label and 
are used for training the model. SKLearn is the package 
for calling the algorithm. Different algorithm like random 
forest, SVM, naive Bayes and many are used. The 
algorithm which has greater accuracy is finalized and 
used for the final model.  

C. Weather Celsius prediction using Interface with UI 

Train set for training and test for prediction are applied. 
After the prediction find the accuracy for every 
algorithm and finalize the perfect model. Web 
application is needed to see the prediction results. But 
the machine learning and Web development is different 
domain. Pipeline for interacting machine learning and 
machine learning model in the stage of prediction. After 
that user can give input and can get the output. 

VI. WEB DEVELOPMENT MODULES 
 

A. Login and Registration:  

In this module, authenticated user can login and predict 
the weather. Otherwise, the invalid user should sign up 
with necessary details and create an account, after 
creating the account the user will be provide with 
username and password. Using this username and 
password user can login to the system and became an 
authenticated user and predict the weather. 

B. Modules  

The purpose of this module is the valid users and enter 
the inputs like Temperature (c), Visible Temperature(c), 
Humidity, Speed of Wind (km/h), Wind Bearing 
(degrees), Visibility (km), Pressure (millibars). So that 
they can predict to the approximate value of weather in 
any particular location. 
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VII.  CONCLUSION 

Both linear regression and functional regression were 
outperformed by professional weather forecasting 
services, although the discrepancy in their performance 
decreased significantly for later days, indicating that 
over longer periods of time, our models may outperform 
professional ones. The linear regression was 
demonstrated to be a low bias, high variance model, 
while the functional regression was proven to be a high 
bias, low variance model. The linear regression model is 
naturally a high deviation model because it is uncertain 
to foreigners, so one way to develop the linear 
regression model is by gathering better data. Functional 
regression, as always, is highly dependent, proving that 
the model’s primary is poor and that data collection 
cannot improve its predictions. This bias could be due to 
the design choice to forecast weather based on the 
weather of the last two days; it may be too short to catch 
the trends of the weather that require operational 
regression. .If the forecast were instead based upon the 
weather of the past four or five days, the bias of the 
functional regression model could likely be reduced. 
However, this would require much more computation 
time, so it will be postponed for future work. 
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