
               International Research Journal of Engineering and Technology (IRJET)                                   e-ISSN: 2395-0056 

                Volume: 08 Issue: 03 | Mar 2021                 www.irjet.net                                                                   p-ISSN: 2395-0072 

 

© 2021, IRJET       |       Impact Factor value: 7.529       |       ISO 9001:2008 Certified Journal       |     Page 71 
 

Indian Sign Language Interpreter 

Devdatta Pande1, Rajas Kulkarni2, Omkar Bailkeri3, Prathamesh Chatorikar4 

SCTR’s Pune Institute of Computer Technology (PICT), Pune, Maharashtra, India 
 
-----------------------------------------------------------------------------------------***------------------------------------------------------------------------------------------

Abstract— People associate with one another either 
utilizing a characteristic language channel, for example, 
words, composing, or by non-verbal communication 
(motions) for example hand signals, head motions, 
outward appearance, lip movement, etc. As understanding 
normal language is significant, understanding gesture-
based communication is additionally significant. The 
communication via gestures is the fundamental specialized 
technique inside hearing impair individuals. Individuals 
with hearing disabilities face issues in speaking with other 
hearing individuals without an interpreter. Hence, the 
usage of a framework that perceives gesture-based 
communication would have a huge advantage on hard of 
hearing individuals social life. In this paper, we have 
proposed, visual Indian Sign Language acknowledgment 
framework utilizing data preprocessing, computer vision 
and neural networks, to distinguish the qualities of the 
hand in pictures taken from a web camera. 
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I. INTRODUCTION 

 
The discourse disabled individuals around the globe 
impart with others utilizing the gesture based 
communication. It is   basic that the individuals that they 
are speaking with know communication via gestures.  
 
In any case, more frequently then not the other individual 
doesn't comprehend gesture based communication. At 
that point the discourse impeded individuals are reliant 
on communication via gestures mediator who might then 
decipher the sign language to the individuals who don't 
comprehend sign language.  
 
The communication impeded individuals face colossal 
issue bantering with the non-endorsers (individuals who 
don't get sign language). This is a pandemic issue not 
simply around the globe be that as it may, in India 
moreover. 
 
There is a normalized gesture based communication in 
particular Indo-Pakistani Gesture based communication 
which is drilled in India. These discourse or hearing 
debilitated individuals face a ton of troubles in their day 
to day life. Discourse debilitated individuals intensely 
depend on sign language translators for clinical, lawful, 
instructive and preparing meetings. 
 

The comparable issue is being looked at by underwriters 
during instructive purposes if the disabled individual 
hasn't comprehended a subject and has an uncertainty 
then he can't inquire as to whether the staff doesn't 
comprehend communication via gestures. So disabled 
individuals face bunches of issues in their everyday life if 
their mediators aren't there. 
There isn't any foundation accessible for disabled 
individuals to speak with non-endorsers without the 
mediator. There isn't a pathway made for robotization of 
gesture based communication interpretation. So that is the 
reason there is a need for computerization of gesture 
based communication interpretation which would result 
in helpful correspondence between disabled individuals 
and a non-underwriter without the need of a mediator for 
interpretation. We wish to robotize the cycle of 
interpretation of communication via gestures into a 
structure that can be perceived by the nonsigner, for this 
we will require different subjects, for example, Image 
Division, Object Tracking. In the zone of Computer Vision 
and Pattern Recognition, picture division plays an  
significant function as a primer advance for elevated level 
picture preparing. 
 
Division partitions a picture into districts or objects, one 
requirement to disconnect the districts and discover 
connection among them. The cycle of partition of such 
articles is alluded as picture division. Article following is a 
significant undertaking inside the field of Computer Vision, 
video investigation has created a lot of revenue in the 
article following calculation. There are three key strides in 
video investigation: location of moving item, following of 
such moving article what's more, investigation of article 
tracks to perceive their conduct. Subsequently utilization 
of article following is relevant in our model. 

 

II. LITERATURE SURVEY 
 
Yogeshwar I. Rokade and Prof. Prashant M. Jadav [1] 
introduced in their work, Artificial Neural Network (ANN) 
and Support Vector Machine (SVM) for Indian Sign 
Language Recognition System. Skin segmentation is 
utilized to get the state of the hand district, Euclidean 
distance transformation is employed so as to create grey 
level image and feature vectors are created using feature 
extraction. For highlight extraction Central moments and 
HU moments are utilized. ANN and SVM are utilized to 
classify. The two classifiers give high accuracy. ANN gives 
better accuracy even with less number of features. 
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Anchal Sood, Anju Mishra [2] have presented in their 
work, AAWAAZ: A Communication System for Deaf and 
Dumb. For division they have utilized Hue-Saturation-
Value (HSV) histogram. For the extraction of the highlights 
Harris calculation is utilized. For Feature coordinating and 
acknowledgment, the dataset as of now has the element 
separated of standard picture and are put away as N*2 
network tangle document. The network estimation of this 
picture question is then coordinated with every one of 
those in the informational index of each picture and the 
base distance between the coordinated highlights is 
determined to get the ideal Result. 
 
Shreyashi Narayan Sawant, M. S. Kumbhar [3] have 
presented in their work, Real Time Sign Language 
Recognition using PCA. Data acquisition: 260 pictures are 
utilized, 10 pictures of every 26 signs. The algorithm 
utilized for division design is Otsu's strategy. Clamor is 
taken out from the pictures utilizing the morphological 
sifting methods in order to get the form. Here the primary 
element utilized is the key segment. In the period of 
acknowledgment, standardization is accomplished for the 
subject motion regarding the normal motion and 
afterward it is extended onto the signal space utilizing the 
eigenvector lattice. Finally, Euclidean distance is 
determined between this projection and the wide range of 
various known projections. The one being the base 
estimation of these examinations is picked for 
acknowledgment during the training stage. The perceived 
sign is changed over to suitable text and voice. 
 
Suriya M, Sathyapriya N, Srinithi M, Yesodha V [4] 
presented in their work, Survey on Real Time Sign 
Language Recognition System: It is an LDA Approach. The 
calculation utilized for division objects is Otsu's technique. 
Here the fundamental element utilized is the key part. KNN 
classifiers are utilized for order and Similarity estimates 
like Euclidean distance, City Block Metric, Cosine 
Similarity and Correlation are made utilized to assess the 
presentation of classifiers. 
 
Madhuri Sharma, Ranjna Pal and Ashok Kumar Sahoo [5] 
presented in their work, Indian Sign Language Recognition 
Using Neural Networks and KNN Classifiers. In their work, 
the main derivative Sobel edge finder technique is utilized 
as it can figure slopes utilizing the discrete distinction 
among rows and columns of 3×3 neighbors. Feature 
extraction procedures utilized are immediate pixel esteem 
and hierarchical centroid. For characterization 2 classifiers 
are utilized that are: K-Nearest Neighbor (KNN), neural 
network pattern recognition tool. 
 
Marco Pedersoli, Thomas Lucas, Cordelia Schmid and 
Jakob Verbeek [6] proposed “Areas of Attention”, a novel 
attention-based model for automatic image captioning. 
The approach models the dependencies between image 
regions, caption words, and the state of an RNN language 
model, using three pairwise interactions. The paper also 
includes proposing and comparing different ways of 
generating attention areas: CNN activation grids, object 

proposals, and spatial transformers nets applied in a 
convolutional fashion on MSCOCO dataset. 
 
 

III. PROPOSED METHODOLOGY 
 
R-CNN 
 
R-CNN represents Region based Convolutional Neural 
Network.To sidestep the issue of choosing an immense 
number of areas, we utilize Selective search to separate 
only 2000 regions from the picture and then CNN is 
applied to every region individually. Accordingly, 
presently, rather than attempting to characterize an 
immense number of regions, you can simply work with 
2000 regions.  

Issue with R-CNN  

It actually requires some time investment to prepare the 

organization as you would need to characterize 2000 

regions proposed for every picture. 

 

 
FAST R-CNN 
 
FAST R-CNN represents FAST Region based Convolutional 

Neural Network.The approach is like the R-CNN 

calculation. Here, rather than taking care of the region 

proposals to the CNN, we feed the  picture to the CNN to 

produce a convolutional feature map. From the 

convolutional feature map, we distinguish the region of 

recommendations and twist them into squares and by 

utilizing a RoI pooling layer we reshape them into a fixed 

size so it tends to be taken care of into a completely 

associated layer.FAST R-CNN definitely improves training 

and detection time when compared with R-CNN algorithm. 
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Drawback of using Fast R-CNN 

It still uses the Selective Search Algorithm which is slow 

and a time-consuming process. 

 
 
FASTER R-CNN 
 
FASTER R-CNN represents FASTER Region based 
Convolutional Neural Network.Instead of Selective Search 
Algorithm, it utilizes RPN (Region Proposal Network) to 
choose the best ROIs naturally to be passed for ROI 
Pooling.The recognition time for FASTER R-CNN is lesser 
(faster) than both R-CNN and FAST R-CNN and it's mean 
normal precision(mAP) is additionally in a way that is 
better than both R-CNN and FAST R-CNN. 

 
 
MASK R-CNN 
 
Mask R-CNN adds a branch to Faster R-CNN that outputs a 

binary mask that says whether or not a given pixel is part 

of an object.It uses Instance Segmentation for it. 

Instance Segmentation : This segmentation identifies 

each instance (occurrence of each object present in the 

image and colour them with different pixels). It basically 

works to classify each pixel location and generate the 

segmentation mask for each of the objects in the image. 

 

The basic methodology to implement this project is to 

capture the live video through a web camera of the system 

and then break the video into frames.These frames are 

further processed by converting them to arrays.They are 

further processed and operated on by multiple layers of 

the Convolutional Neural Network. 

The pre-built model is given the captured the video, in 

turn the converted and operated frames to predict the 

output. This model needs to be given a huge training 

dataset consisting of images of different signs used in the 

Indian Sign Language (ISL) to communicate. The model 

needs to be trained with as much larger sized dataset as 

possible, although taking care that it doesn’t get 

overloaded. The CNN algorithm has multiple layers 

Convolutional Layer, Non-Linearity Layer, Rectification 

Layer, Rectified Linear Units (ReLU),Pooling Layer, Fully 

Connected Layer. 

The ‘opencv’  module will be used to interact with and 

manipulate the camera in the system to capture the live 

video so as to record the gestures through the webcam and 

then break them into multiple frames to process them 

further.Multiple python modules will be required for 

further processing of the images (captured and converted 

into frames) including numpy, scikit-learn, keras, pandas, 

tensorflow, pytorch.The trained model is finally fed the 

frames captured through camera and model predicts the 

output as to what sign is being indicated by the hand 

gestures with help of built neural network. 
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IV. CONCLUSION 
 

A novel approach to recognize the Indian sign 
language using Convolutional Neural Network (CNN) is 
presented in the paper. The sign language used by deaf-
dumb people are not understood by normal people and 
face a lot of difficulties, the proposed system can be used 
to understand the meaning of Indian sign language. Skin 
segmentation is used to get the shape of the hand region. 

 

Hence, we conclude that FASTER Mask Region based 
CNN is the best algorithm that can be used for this purpose 
as it is faster in training, detection than any other 
CNN(including Region based CNNs) and has better 
precision as well.  

 

REFERENCES 

 
1. G.R.S. Murthy and R.S. Jadon, “Hand Gesture 

Recognition using Neural Networks”, Advance 
Computing Conference (IACC), IEEE 2nd 
International,2010.  

 
2. Sakshi Goyal, Ishita Sharma, Shanu Sharma , “Sign 

Language Recognition System For Deaf And Dumb 
People”, International Journal of Engineering 
Research & Technology (IJERT), Vol. 2, Issue 4,April 
2013, pp. 382-387.  

 

3. JOYEETA SINGH, K. D. Indian sign language 
recognition using eigen value weighted euclidean 

distance based classification 
 

4. Yogeshwar I. Rokade and Prof. Prashant M. Jadav, 
Artificial Neural Network (ANN) and Support Vector 
Machine (SVM) for Indian Sign Language Recognition 
System, International Journal of Engineering and 
Technology (IJET). 

 

5.  Sood, Anchal, and Anju Mishra "AAWAAZ: A 
communication system for deaf and dumb" 
Reliability, Sth International Conference on Infocom 
Technologies and Optimization (Trends and Future 
Directions) (ICRITO), IEEE, 2016. 

 
6. Sawant, Shreyashi Narayan and M S Kumbhar, "Real 

Time Sign Language Recognition Using PCA", 
International Conference on Advanced 
Communication Control and Computing Technologies 
(ICACCCT), IEEE, 2014. 

 
7. Suriya M, Sathyapriya N,Srinithi M,Yesodha V, "Real 

Time Sign Language Recognition System" IEEE 
International Conference on Communication 
Technology (ICCT), IEEE. 

 
8. Sharma, Madhuri, Ranjna Pal and Ashok Kumar 

Sahoo, "Indian Sign Language Recognition Using 
Neural Networks and KNN Classifiers" ARPN Journal 
of Engineering and Applied Sciences 8. 2014. 

 
 

 
.

 

 
 


