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#### Abstract

In this paper, we establish existence and uniqueness of solutions to generalized Three - point boundary value problems in the space of functions of bounded variation using the concept of generalized fundamental matrix given in [5]. The existing results on classical Three - point boundary value problems will become a particular case of our results. The properties of the generalized Green's matrix are presented in a separate theorem. These results have been generalized to Kronecker product linear systems and existence and uniqueness criteria are also presented.
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## 1.INTRODUCTION:

In this paper, we shall be concerned with the existence and uniqueness of solutions to the generalized three - point boundary value problem.
$d y=d[A] y+d g, \quad t \in[a, c]$
$\mathrm{My}(\mathrm{a})+\mathrm{Ny}(\mathrm{b})+\mathrm{R} y(\mathrm{c})=0$,
where $A \in B V^{n^{\times}}, g \in B V^{n}, y \in B V^{n}, M, N$ and $R$ are all constant square matrices of order $n$ and all scalars are assumed to be real. Throughout the paper $[a, c]$ is a closed subinterval of $R, B V^{n}, B V^{n_{n}}$ denote the Banach space of functions of bounded variation on [a,c] taking values in $R, \mathrm{R}^{\mathrm{n}}$ and $\mathrm{R}^{{ }^{\times}{ }^{\mathrm{n}}}$ respectively. The theory of generalized linear first order system of differential equations in the space of functions of bounded variation isfirst initiated by Kurzurell [3], Halnany and more [2]. In the year 1999 ValeriuPrepelita [5], gave two methods for the calculus of the fundamental matrix for the linear differential equation on the Banach space of functions of Bounded variation. Recently notable researchers like Kasi Viswanadh V. Kanuri, K.N Murty, Yan Wu, Divya L. Nethi, Bhagavathula S., R. Suryanarayana et.al [6-13] established existence and uniqueness of three-point boundary value problems. Kasi Viswanadhet. al established $(\Phi \otimes \Psi)$ bounded solutions of Kronecker product sytems. Solutions of Kronecker product initial value problems is initiated in [11]. The work by Yan Wu, Divya L. N, K.N Murty in [12] established existence and uniqueness criteria for Fuzzy difference systems needs a special mention as it is useful in agricultural science and enhance the future of aeronautical scienceVariation of parameters formula established by Kasi Viswanadhet. al [8,9] paved a new area of research on Kronecker Product Linear System of first order differential equations. A new approach to the study of Linear systems are also established in a recent paper by Kasi Viswanadh et. al in [7]. The results established in [6] unifies both continuous and discrete systems in a single frame work..We make use of the calculus of the fundamental matrix of the homogeneous system associated with (1.1) and establish existence and uniqueness criteria for the generalized boundary value problem (1.1) satisfying (1.2).

The homogeneous system corresponding to the non-homogenous system (1.1) is given by
$d y=d[A] y$.
We define

$$
\begin{aligned}
& \Delta^{+} \mathrm{A}(\mathrm{t})
\end{aligned}=\mathrm{A}\left(\mathrm{t}^{+}\right)-\mathrm{A}(\mathrm{t}),
$$

If A is continuous on the left, then $\Delta^{-} \mathrm{A}(\mathrm{t})=0_{\mathrm{n}}$, a null matrix of order n and hence
$\operatorname{det}\left(I-\Delta^{-} A(t)\right)=\operatorname{det} I \neq 0$. On the other hand if $A$ is right continuous then $\Delta^{+} A(t)=0_{n}$ and hence det $\left(I+\Delta^{+} A(t)\right)=\operatorname{det} I \neq 0$. If the matrix valued function $A \in B V n^{x_{n}}$ has the properties thatdet $\left(I+\Delta^{+} A(t)\right) \neq 0$ and det $\left(\mathrm{I}-\Delta^{-} \mathrm{A}(\mathrm{t})\right) \neq 0$, then there exists a generalized fundamental matrix $\Phi(\mathrm{t}, \mathrm{s}):[\mathrm{a}, \mathrm{b}] \times[\mathrm{a}, \mathrm{b}] \rightarrow \mathrm{R}^{\mathrm{n} \times \mathrm{n}}$ given by [5]
$\Phi(\mathrm{t}, \mathrm{s})=\mathrm{I}+\int_{\mathrm{s}}^{\mathrm{t}} \mathrm{d}[\mathrm{A}(\mathrm{r})] \Phi(\mathrm{t}, \mathrm{s})$
for all $\mathrm{t}, \mathrm{s} \in[\mathrm{a}, \mathrm{c}]$. Note that $\Phi(\mathrm{t}, \mathrm{t})=\Phi(\mathrm{s}, \mathrm{s})=\mathrm{I}$. We further note that

$$
\Phi\left(\mathrm{t}^{+}, \mathrm{s}\right)=\left[\mathrm{I}+\Delta^{+}(\mathrm{A}(\mathrm{t}))\right] \Phi(\mathrm{t}, \mathrm{~s})
$$

and

$$
\Phi\left(\mathrm{t}^{-}, \mathrm{s}\right)=\left[\mathrm{I}-\Delta^{-}(\mathrm{A}(\mathrm{t}))\right] \Phi(\mathrm{t}, \mathrm{~s})
$$

Theorem 1.1. If $\mathrm{A}\left[\mathrm{a}_{\mathrm{ij}}(\mathrm{t})\right] \in \mathrm{BV} \mathrm{n}^{{ }^{\times}} \mathrm{n}$ is continuous on the left of $[\mathrm{a}, \mathrm{b}]$ and satisfies the conditions

$$
\begin{aligned}
\operatorname{det}\left[\mathrm{I}+\Delta^{+} \mathrm{A}(\mathrm{t})\right] \neq 0, & \forall \mathrm{t} \in[\mathrm{a}, \mathrm{c}] \\
\text { and } \operatorname{det}\left[\mathrm{I}-\Delta^{-} \mathrm{A}(\mathrm{t})\right] \neq 0, & \forall \mathrm{t} \in[\mathrm{a}, \mathrm{c}]
\end{aligned}
$$

then for any $t_{0} \in[a, c], x_{0} \in R^{n}, g \in G^{n}$, any solution of the initial value problem :
$d y=d[A] y+d g$
$y\left(\mathrm{t}_{0}\right)=\mathrm{y}_{\mathrm{o}}$,
is given by

$$
\mathrm{y}(\mathrm{t})=\Phi\left(\mathrm{t}, \mathrm{t}_{0}\right) \mathrm{y}_{0}+\mathrm{g}(\mathrm{t})-\mathrm{g}\left(\mathrm{t}_{0}\right)-\int_{\mathrm{t}_{0}}^{\mathrm{t}} \mathrm{~d}_{\mathrm{s}}[\Phi(\mathrm{t}, \mathrm{~s})]\left(\mathrm{g}(\mathrm{~s})-\mathrm{g}\left(\mathrm{t}_{0}\right)\right), \quad \mathrm{t} \in[\mathrm{a}, \mathrm{c}] \text { and } \mathrm{y} \in \mathrm{G}^{\mathrm{n}}
$$

The solution of a non-homogeneous boundary value problem (1.1) satisfying (1.2) is not itself a topic of great importance. However, we present the solution in the form of an integral transform. This transform, characterized by the Kernal (Green's matrix), isof considerable significance. In the next section, we establish existence and uniqueness of solution of three - point boundary value problem (1.1), satisfying (1.2). The results on classical three - point boundary value problem will become a particular case of our results on a system of generalized boundary value problems on the space of functions of bounded variation.

## 2. MAIN RESULTS:

In this section, we prove our main result on existence and uniqueness of solutions of the generalized boundary value problem (1.1) satisfying (1.2) on the space of functions of bounded variation. Before, we prove our main result we present the following analysis

Definition 2.1. If $\Phi(\mathrm{t}, \mathrm{s})$ is any fundamental matrix of the generalized linear differential system (1.1), then the generalized matrix D defined by
$D=M \Phi(a, s)+N \Phi(b, s)+R \Phi(c, s)$
for every fixed $s \in[a, c]$ is called a characteristic matrix for the generalized boundary value problem (1.1) satisfying (1.2).
It may be noted that the given boundary value problem is not essentially altered if the end point condition (1.2) replaced by
$B M y(a)+B N Y(b)+B R Y(c)=0$,
where $B$ is any constant $(n \times n)$ non - singular matrix. Moreover, if $\Phi$ is any fundamental matrix for the equation (1.3), then so is $\Phi C$, where $C$ is any constant non-singular $(n \times n)$ matrix. This implies BDC is a characteristic matrix. A characteristic matrix for a generalized boundary value problem is, therefore, for from unique. It is quite clear, however, that all characteristic matrices for a given boundary value problem, have the same rank.

Definition 2.2. The dimension of the solution space of the boundary value problem is the index of compatibility of the generalized boundary value problem. A generalized boundary value problem (1.1) satisfying (1.2) is said to be incompatible if its index of compatibility is zero.

It may be noted that the solution of the homogeneous boundary value problem form a vector space.
Theorem 2.1. If the generalized boundary value problem
$d y=d[A] y$
$M Y(a)+N y(b)+R y(c)=0$
has a generalized characteristic matrix of rankr, then its index of compatibility is n-r.
Proof. Any solution of the homogeneous system (1.3) is given by $\Phi\left(\mathrm{t}, \mathrm{t}_{0}\right) \mathrm{x}_{0}$, where $\Phi(\mathrm{t}, \mathrm{s})$ is the generalized fundamental matrix and is given by

$$
\Phi(\mathrm{t}, \mathrm{~s})=\mathrm{I}+\int_{\mathrm{x}}^{\mathrm{t}} \mathrm{~d}[\mathrm{~A}(\mathrm{r})] \Phi(\mathrm{t}, \mathrm{~s})
$$

fort, $\mathrm{s} \in[\mathrm{a}, \mathrm{c}]$. Substituting the general form of the solution in the homogenous boundary conditions, we get $\mathrm{Dx}_{0}=0$. If the rank of the matrix $D$ is $r$, then $\mathrm{Dx}_{0}=0$ has ( $\mathrm{n}-\mathrm{r}$ ) linearly independent solutions for the vector $\mathrm{x}_{0}$. These solutions yield ( $\mathrm{n}-\mathrm{r}$ ) linearly independent solutions for the boundary value (2.2). Hence, the index of compatibility of the boundary value problem is (n-r). This is true for any fixed $\mathrm{x}_{0} \in[\mathrm{a}, \mathrm{c}]$. This completes the proof of the theorem.

We now, turn our attention to the boundary value problem (1.1) satisfying (1.2). We first assume that the homogenous boundary value problem is incompatible. This restriction only ensures that the characteristics matrix D is nonsingular for each $t \in[a, c]$.

Theorem 2.2. Suppose that the homogenous boundary value problem (1.3) satisfying (1.2) is in-compatible. Then there exists a unique solution of the non-homogeneous boundary value problem (1.1) satisfying (1.2) is given by
$y(t)=\int_{a}^{c} G(t, s)[g(s)-g(a)] d s+D^{-1}[g(c)-g(a)]+D^{-1}[g(b)-g(a)]+g(t)-g(a)$,
where $\mathrm{G}(\mathrm{t}, \mathrm{s})$ is the Green's matrix for the homogeneous boundary value problem and is given by

$$
\underset{\mathrm{t} \in[\mathrm{a}, \mathrm{~b}]}{\mathrm{G}(\mathrm{t}, \mathrm{~s})}=\left\{\begin{array}{ll}
\mathrm{d}_{\mathrm{s}}[\Phi(\mathrm{t}, \mathrm{~s})] \mathrm{D}^{-1} \mathrm{M} \mathrm{~d}_{\mathrm{s}}[\Phi(\mathrm{a}, \mathrm{~s})] & \mathrm{a} \leq \mathrm{s} \leq \mathrm{t} \leq \mathrm{b} \leq \mathrm{c} \\
-\mathrm{d}_{\mathrm{s}}[\Phi(\mathrm{t}, \mathrm{~s})] \mathrm{D}^{-1}\left[\mathrm{~N} \mathrm{~d} d_{\mathrm{s}}[\Phi(\mathrm{~b}, \mathrm{~s})]+\mathrm{R} d_{\mathrm{s}}[\Phi(\mathrm{c}, \mathrm{~s})]\right] \\
-\mathrm{d}_{\mathrm{s}}[\Phi(\mathrm{t}, \mathrm{~s})] \mathrm{D}^{-1} d_{\mathrm{s}}[\Phi(\mathrm{c}, \mathrm{~s})] & \mathrm{a} \leq \mathrm{t} \leq \mathrm{s} \leq \mathrm{b} \leq \mathrm{c}
\end{array} .\right.
$$

and

$$
\begin{align*}
& \begin{array}{c}
\mathrm{G}(\mathrm{t}, \mathrm{~s}) \\
\mathrm{t} \in[\mathrm{~b}, \mathrm{c}]
\end{array}=\left\{\begin{array}{l}
\mathrm{d}_{\mathrm{s}}[\Phi(\mathrm{t}, \mathrm{~s})]\left[\mathrm{I}-\mathrm{D}^{-1} \mathrm{Rd}_{\mathrm{s}}[\Phi(\mathrm{c}, \mathrm{~s})]\right] \\
-\mathrm{d}_{\mathrm{s}}[\Phi(\mathrm{t}, \mathrm{~s})]-\mathrm{d}_{\mathrm{s}} \Phi(\mathrm{t}, \mathrm{~s}) \mathrm{D}^{-1}\left[\mathrm{Nd}_{\mathrm{s}}[\Phi(\mathrm{~b}, \mathrm{~s})]+\mathrm{Rd}_{\mathrm{s}}[\Phi(\mathrm{c}\right. \\
-\mathrm{d}_{\mathrm{s}}[\Phi(\mathrm{t}, \mathrm{~s})] \mathrm{D}^{-1} \mathrm{Rd}_{\mathrm{s}}[\Phi(\mathrm{c}, \mathrm{~s})]
\end{array}\right.  \tag{2.5}\\
& \text { Proof.Any solution } \mathrm{y}(\mathrm{t}) \text { of the generalized non-homogeneous system (1.1) is given by } \\
& \mathrm{y}(\mathrm{t})=\Phi(\mathrm{t}, \mathrm{~s}) \mathrm{C}+\mathrm{g}(\mathrm{t})-\mathrm{g}(\mathrm{a})+\int_{\mathrm{a}}^{\mathrm{t}} \mathrm{~d}_{\mathrm{s}}[\Phi(\mathrm{t}, \mathrm{~s})][\mathrm{g}(\mathrm{~s})-\mathrm{g}(\mathrm{a})] \quad \mathrm{t} \in[\mathrm{a}, \mathrm{c}]
\end{align*}
$$

$$
\begin{aligned}
& \mathrm{a}<\mathrm{s}<\mathrm{t}<\mathrm{b} \leq \mathrm{c} \\
& \mathrm{a}<\mathrm{b} \leq \mathrm{t}<\mathrm{s}<\mathrm{c} \\
& \mathrm{a} \leq \mathrm{s}<\mathrm{b} \leq \mathrm{t} \leq \mathrm{c}
\end{aligned}
$$

substituting the general form of (2.2) in the boundary condition matrix (1.3), we get
$[M \Phi(a, s)+N \Phi(b, s)+R \Phi(c, s)] C+[g(b)-g(a)]+[g(c)-g(a)]$
$+N \int_{a}^{b} d_{s}[\Phi(t, s)][g(s)-g(a)]+R \int_{a}^{c} d_{s}[\Phi(t, s)][g(s)-g(a)]=0$.
or
$D C+[g(b)-g(a)]+[g(c)-g(a)]+N \int_{a}^{b} d_{s}[\Phi(t, s)][g(s)-g(a)]+R \int_{a}^{c} d_{s}[\Phi(t, s)][g(s)-g(a)]=0$.
Out initial assumption that the homogeneous boundary value problem is incompatable ensures that D is non - singular and hence $C$ is given uniquely as

$$
C=-D^{-1}[g(b)-g(a)]-D^{-1}[g(c)-g(a)]-D^{-1} N \int_{a}^{b} d_{s}[\Phi(t, s)][g(s)-g(a)]-D^{-1} R \int_{a}^{c} d_{s}[\Phi(t, s)][g(s)-g(a)] .
$$

Substituting, this evaluation of C in (2.6), we infer a unique solution of the generalized boundary value problem $\mathrm{y}(\mathrm{t})$ of (1.1) satisfying (1.2) is given by
$y(t)=\int_{a}^{b} G(t, s)[g(s)-g(a)] d s+D^{-1}[g(b)-g(a)]+D^{-1}[g(c)-g(a)]+g(t)-g(a)$,
where G is the generalized Green's matrix as given in (2.4) or (2.5).
Thus, the proof of theorem is complete.

Remarks.Let us consider the particular case of the absolutely continuous functions A and $g$ having the expression
$A(t)=\int_{a}^{t} B(s) d s$ and $g(t)=\int_{a}^{t} h(s) d s$
where $\mathrm{B}:[\mathrm{a}, \mathrm{c}] \rightarrow \mathrm{R}^{\mathrm{n} \times \mathrm{n}}$ and $\mathrm{h}:[\mathrm{a}, \mathrm{b}] \rightarrow \mathrm{R}^{\mathrm{n}}$.
In the case
$\int_{a}^{t} d[A(s)] x(s)=\int_{a}^{b} d\left[\int_{a}^{t} B(s) d s\right] x(s)=\int_{a}^{t} B(s) x(s) d s$.
and $d[g(t)]=d\left[\int_{a}^{t} h(s) d s\right]=h(t)$.
Hence the generalized linear differential equation (1.1) is equivalent to the first order linear system $\mathrm{y}^{\prime}(\mathrm{t})=\mathrm{B}(\mathrm{t}) \mathrm{y}(\mathrm{t})+\mathrm{h}(\mathrm{t})$
and the boundary condition
$\mathrm{My}(\mathrm{a})+\mathrm{Ny}(\mathrm{b})+\mathrm{Ry}(\mathrm{c})=0$
If $Y$ is a fundamental matrix of $y^{\prime}(t)=B(t) y$, then any solution of (2.7) satisfying (2.8) is given by
$y(\mathrm{t})=\int_{\mathrm{a}}^{\mathrm{c}} \mathrm{G}(\mathrm{t}, \mathrm{s}) \mathrm{h}(\mathrm{s}) \mathrm{ds}$,
where G is the Green's matrix for the homogeneous boundary value problem and is given by

| $G(t, s)$ |
| :---: |
| $t \in[a, b]$ |\(= \begin{cases}Y(t) Y^{-1}(s)-Y(t) D^{-1} N Y(b) Y^{-1}(s)-Y(t) D^{-1} R Y(c) Y^{-1}(s) \& a \leq s \leq t \leq b \leq c <br>

-Y(t) D^{-1} N Y(b) Y^{-1}(s)-Y(t) D^{-1} R Y(c) Y^{-1}(s) \& a \leq t \leq s \leq b \leq c <br>
Y(t) D^{-1} R Y(c) Y^{-1}(s), \& a \leq t \leq b \leq s \leq c\end{cases}\)
and
$\underset{t \in[b, c]}{G(t, s)}= \begin{cases}Y(t) Y^{-1}(s)-Y(t) D^{-1} R Y(c) Y^{-1}(s), & a \leq b \leq s \leq t \leq c \\ -Y(t) D^{-1} R Y(c) Y^{-1}(s), & a \leq b \leq t \leq s \leq c \\ Y(t) Y^{-1}(s)-Y(t) D^{-1} N Y(b) Y^{-1}(s)-Y(t) D^{-1} R Y(c) Y^{-1}(s), & a \leq s \leq b \leq t \leq c\end{cases}$
which are precisely same as in [4].
Theorem 2.3. The generalized Green's matrix $G$ defined by (2.4) has the following properties.
(i) $\quad \mathrm{G}(\mathrm{t}, \mathrm{s})$ as a function of t with s fixed have continuous first derivatives everywhere has an upward Jump discontinuity of unit magnitudes.
$G\left(s^{+}, s\right)-G\left(s^{-}, s\right)=I_{n}$.
(ii) $G(t, s)$ is a formal solution of the homogenous three - point boundary value problem and $G$ fails to be the true solution because of the discontinuity at $t=s$.
(iii) Generalized Green's matrix satisfying properties (i)and (ii) is unique.

Note: For two point boundary value problems associated with (2.7), we refer [1].

## 3. Kronecker Product of Linear System of Generalized Matrix Differential Equations

In this section, we consider two Linear generalized system of differential equations of the form

$$
\begin{equation*}
d_{1} y=d[A] y+d g, \mathrm{t} \in[\mathrm{a}, \mathrm{c}] \tag{3.1}
\end{equation*}
$$

and

$$
\begin{equation*}
d_{2} x=d[B] x+d f, \mathrm{t} \in[\mathrm{a}, \mathrm{c}] \tag{3.2}
\end{equation*}
$$

where A and B are square matrices of orders $(n \times n)$ and $(m \times m)$ continuous matrices and $g$ and $f \in \mathrm{BV}^{\mathrm{n}}$ and $\mathrm{BV}^{\mathrm{m}}$ respectively.The Kronecker product (or tensor product) of two matrices $\mathrm{A}=\left(a_{i j}\right)$ and $\mathrm{B}=\left(b_{i j}\right)$ are defined as
$(A \otimes B)=\left(a_{i j} B\right)$ for $i=1,2, \ldots, m ; j=1,2, \ldots, n$ and is of order $(n m \times n m)$. In general :

$$
\begin{equation*}
(A \otimes B) \neq(B \otimes A) \tag{I}
\end{equation*}
$$

(II) $\quad(A \otimes B)(C \otimes D)=(A C \otimes B D)$
(III) $\quad(A \otimes B)^{T}=\left(A^{T} \otimes B^{T}\right)$
(IV) $\quad(A \otimes B)^{-1}=\left(A^{-1} \otimes B^{-1}\right)$

$$
\begin{equation*}
\frac{d}{d t}(A \otimes B)=\frac{d A}{a t} \otimes B+A \otimes \frac{d B}{a t}, \tag{V}
\end{equation*}
$$

where the matrices involved are of appropriate dimensions to be conformable and invertible. System of equations given by (3.1) and (3.2) can be conveniently recast as
$d(y \otimes x)=\left[d(A) \otimes I_{m}+I_{n} \otimes d(B)\right]$

If $\Phi(t, s)$ and $\Psi(t, s)$ be fundamental matrices of the homogenous system (3.1) and (3.2), then we have the following result:
Theorem 3.1: $(\Phi \otimes \Psi)$ is a generalized fundamental matrix of the homogenous system (3.3), if and only if $\Phi$ and $\Psi$ are generalized fundamental matrices to
$d_{1} y=d[A] y$
$d_{2} x=d[B] x$,
respectively.
Proof: First, we observe that the generalized fundamental matrices, $\Phi(\mathrm{t}, \mathrm{s})$ and $\Psi(\mathrm{t}, \mathrm{s})$ has the following properties
$\Phi(\mathrm{t}, \mathrm{s})=\Phi(\mathrm{t}) \Phi^{-1}(\mathrm{~s})$ and so $\Phi^{-1}(\mathrm{t}, \mathrm{s})=\Phi(\mathrm{s}, \mathrm{t})$ and
$\Phi(\mathrm{t}, \mathrm{t})=I_{n}$ and $\Phi(\mathrm{s}, \mathrm{s})=I_{n}$
Similarly, $\Psi(\mathrm{t}, \mathrm{s})=\Psi(\mathrm{s}, \mathrm{t})$ and $\Psi(\mathrm{t}, \mathrm{t})=\Psi(\mathrm{s}, \mathrm{s})=I_{m}$.

First, suppose $\Phi$ is a generalized fundamental matrix solution of (3.4) and $\Psi$ is a generalized fundamental matrix solution of (3.5). Then consider

$$
\begin{aligned}
&(\Phi \otimes \Psi)^{1}(\mathrm{t}, \mathrm{~s})=\Phi^{1}(\mathrm{t}, \mathrm{~s}) \otimes \Psi(\mathrm{t}, \mathrm{~s})+\Phi(\mathrm{t}, \mathrm{~s}) \otimes \Psi^{1}(\mathrm{t}, \mathrm{~s}) \\
&=\mathrm{A}(\mathrm{t}) \Phi(\mathrm{t}, \mathrm{~s}) \otimes \Psi(\mathrm{t}, \mathrm{~s})+\Phi(\mathrm{t}, \mathrm{~s}) \otimes B(\mathrm{t}) \Psi(\mathrm{t}, \mathrm{~s}) \\
&=\left[\left(\mathrm{A}(\mathrm{t}) \otimes I_{m}+I_{n} \otimes \mathrm{~B}(\mathrm{t})\right][(\Phi \otimes \Psi)](\mathrm{t}, \mathrm{~s}) .\right.
\end{aligned}
$$

Hence the claim. Conversely, suppose $(\Phi \otimes \Psi)$ be a generalized fundamental matrix solution of (3.3), ten it can easily be proved as presented in a novel approach by Kasi Viswanadh V Kanuri et.al in [], that $\Phi$ is a fundamental matrix solution of (3.4) and $\Psi$ is a fundamental matrix solution of (3.5).

Now, the variation of parameters formula is given in the next theorem.
Theorem 3.2: A particular solution $(\hat{x} \otimes \hat{y})(\mathrm{t})$ of the non homogenous Kronecker product system

$$
\begin{equation*}
d(y \otimes x)=\left[d A \otimes I_{m}+I_{n} \otimes B\right]+\left[g \otimes I_{m}+I_{n} \otimes f\right] \tag{3.6}
\end{equation*}
$$

isgiven by
$(\hat{x} \otimes \hat{y})(\mathrm{t})=(\Phi \otimes \Psi)(t, s)\left(C_{1} \otimes C_{2}\right)(\mathrm{t})$, where
$\left(C_{1} \otimes C_{2}\right)^{1}(\mathrm{t})=\left[\Phi^{-1}(\mathrm{t}, \mathrm{s}) \otimes \Psi^{-1}(\mathrm{t}, \mathrm{s})\right]\left[g \otimes I_{m}+I_{n} \otimes f\right]$
and hence

$$
\left(\mathrm{C}_{1} \otimes \mathrm{C}_{2}\right)(t)=\int_{a}^{t}\left[\Phi^{-1}(t, s) \otimes \Psi^{-1}(t, s)\right]\left[g(s) \otimes I_{m}+I_{n} \otimes f(s)\right] d s
$$

Thus

$$
\left.(\hat{x} \otimes \hat{y})(\mathrm{t})=(\Phi \otimes \Psi)(t, s) \int_{a}^{t}[\Phi(\mathrm{t}, \mathrm{~s}) \otimes \Psi(\mathrm{t}, \mathrm{~s})]\right]\left[g(s) \otimes I_{m}+I_{n} \otimes f(s)\right] d s
$$

Hence any solution $(x \otimes y)(t)$ of (3.6) is given by
$(x \otimes \mathrm{y})(\mathrm{t})=[\Phi(\mathrm{t}, \mathrm{s}) \otimes \Psi(\mathrm{t}, \mathrm{s})]\left(C_{1} \otimes C_{2}\right)+(\hat{x} \otimes \hat{y})(t)$
Theorem 3.3: Any solution of (3.6) satisfying the boundary conditions
$\left[M_{1} \otimes I_{n}+I_{m} \otimes N_{1}\right][x \otimes y](a)+\left[M_{2} \otimes I_{m}+I_{n} \otimes N_{2}\right][x \otimes y](b)+\left[M_{3} \otimes I_{m}+I_{n} \otimes N_{3}\right][x \otimes y](c)$ is given by

$$
(x \otimes y(t))=\int_{a}^{c} G(t, s)\left[g(s) \otimes I_{m}+I_{n} \otimes f(s)\right] d s
$$

where $G(\mathrm{t}, \mathrm{s})$ is the Green's matrix for the homogenous boundary value problem.
The properties of the Green's matrix are similar to the properties of the Green's matrix presented by Kasi ViswanadhV. Kanuri, et. al $[7,10]$.
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