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Abstract - This project is aimed at helping students to 
choose a suitable career by taking into consideration a 
student's mental, physical, psychological aspects and 
academic performances and some other important aspects 
of the student's life. Students can test their knowledge in 
their field of interest by taking a quiz. This system is an 
android as well as a web application and it will be user-
friendly.  This system will be beneficial for students and 
colleges. This system will help a lot to students as most of 
the times students tend to confuse while choosing a career. 
Students are unaware of their strengths and weaknesses 
and this results in choosing a random career. To avoid this, 
the system will analyse students by considering important 
aspects and results of the quiz and will predict the results 
using Machine Learning accordingly. 
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1.INTRODUCTION  
 
Nowadays, students are very much confused while 
choosing a career. While choosing a career a lot of 
factors have to be taken into consideration. One has 
to self-analyse himself/herself while choosing a 
career. The students fail to know their strengths and 
choose their career randomly which leads to 
frustration and demoralization. Hence, this system 
will help in choosing suitable careers for the 
students. This system is an android as well as web 
application which will provide facilities to students 
to check what career is suitable for them. All these 
things will be predicted by the system by taking all 
the required data from students. This system will 
help a lot of students as it will focus on suitable 
career prediction for students and provide quizzes in 
different fields of career to students. Using this one 
system students will be able to know their strengths 
and suitable career for them and accordingly 
students can plan their schedules in order to achieve 
their goal and for their betterment.  

 
 

1.1 Proposed System 
 

The proposed system predicts the suitable career for 
students of 10th and 12th standard by taking related data as 
an input and also gives an option to solve quiz in the field 
of interest of student so that student can check his/her 
knowledge in his/her field of interest. It is android as well 
as web application which will allow students to use the 
system on desktop as well as mobiles. The prediction will 
be done by Naïve Bayes Algorithm and a dataset containing 
different attributes like personal details, curriculum 
details, background details, interests, etc. will be 
considered while predicting suitable career for students. 
This application will help students by giving proper 
guidance about their career according to their interest and 
skills.  

1.2 Naïve Bayes Algorithm 
 
Naïve Bayes Algorithm is a probabilistic classification 
technique based on Bayes’ Theorem. Bayes' theorem is 
also known as Bayes' Rule or Bayes' law, which is used to 
determine the probability of a hypothesis with prior 
knowledge. It depends on the conditional probability. The 
formula for Bayes' theorem is given as: P(A|B) = P (B|A) * 
P(A)/P(B), where, P(A|B) is Posterior probability: 
Probability of hypothesis A on the observed event B. 
P(B|A) is Likelihood probability: Probability of the 
evidence given that the probability of a hypothesis is true. 
P(A) is Prior Probability: Probability of hypothesis before 
observing the evidence. P(B) is Marginal Probability: 
Probability of Evidence. It is a supervised learning 
algorithm.  It is not a single algorithm but a family of 
algorithms where all of them share a common principle, 
i.e., every pair of features being classified is independent 
of each other. The steps to implement Naïve Bayes 
algorithm are: 1. Data Pre-processing 2. Fitting Naïve 
Bayes to the training data set 3. Predicting the test result 
4. Testing accuracy 5. Visualizing the test result. The 
prediction was done using different algorithms like 
Decision Tree, SVM, Naïve Bayes Algorithm. Naïve Bayes 
algorithm performed well amongst all the algorithms and 
gave highest accuracy among all. As the Naïve Bayes 
Algorithm considers every feature to contribute 
independently to the probability of getting a prediction 
and it requires all the features to be equally important, it is 
the suitable choice for this problem statement. 
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2. Approach 
 
The system considers all the important aspects of students’ 
life by considering their physical and mental conditions, 
academic performance, family background, family support, 
interests, talent, etc. It takes all these parameters as input 
from the student and applies the Machine Learning model 
and predicts suitable career based on this information. The 
system also intends to allow students to test their 
knowledge in their field of interest and provides option of 
solving quizzes in various fields of career and also, allows 
students to check their Emotional Quotient and Social 
Quotient. It shows appropriate message based on the 
marks obtained by the students in the quiz. A dataset 
containing features like physical and mental conditions, 
academic performance, family background, family support, 
interests, talent, etc. is used for training the model. Firstly, 
three models, using SVM, Decision Tree and Naïve Bayes 
Algorithm respectively, were trained. The first step of 
implementation was data collection. After collecting the 
data set, the next step that was implemented was data pre-
processing. In data pre-processing, the data set was made 
ready for training by removing duplicates, correcting 
errors, dealing with missing values, normalizing the data 
set, making the required data type conversions. 
LabelEncoder was used to normalize the labels and to 
convert non-numerical labels into numerical labels. The 
aim of pre-processing is to get clean and processed data 
which will give maximum accurate outputs. After pre-
processing, the data set was split into training data set and 
testing data set. The training data set was 70% of the total 
data set and testing data set was 30% of the total data set. 
The next process after splitting the data set was to choose a 
model and train the model. In training, the data set is fitted 
into the classifier and predictions are made. The libraries 
which were used while training the model were csv, 
pandas, sklearn, joblib, etc.  After getting the predictions, 
accuracy given by SVM, Decision Tree, Naïve Bayes 
Algorithm was calculated. The maximum accuracy was 
given by Naïve Bayes Algorithm. Hence, the system is 
developed by training the model using Naïve Bayes 
Algorithm. 

 

 

Fig – 1: Approach Diagram 
 
 

 

Student signs up/in and after that students are asked the 
standard in which he/she studied and passed recently. 
After choosing the standard, students are provided with 
two options, one is to check suitable career and another is 
to solve quiz. After choosing the option to check suitable 
career students will be asked to fill a form which will ask 
about their health, academic performance, family 
background, interests, and questions related to different 
fields of career and on answering those questions, a 
suitable career will be predicted. If student chooses to 
solve a quiz, he/she will be shown his/her score in the quiz 
and an appropriate message will be displayed based on the 
score obtained by the student.  

 

Fig – 2: Use Case Diagram 

   
 
 
 



          International Research Journal of Engineering and Technology (IRJET)       e-ISSN: 2395-0056 

                Volume: 08 Issue: 02 | Feb 2021                 www.irjet.net                                                                      p-ISSN: 2395-0072 

 

© 2021, IRJET       |       Impact Factor value: 7.529       |       ISO 9001:2008 Certified Journal       |     Page 2045 
 

3. CONCLUSIONS 

We have developed a website and mobile application 
which will help 10th and 12th grade students to know 
their suitable career according to their strengths and 
weaknesses. The other module helps the students to take a 
quiz in their field of interest and displays the score of the 
quiz which helps the students to analyze their knowledge 
in that field. The features used in this model are helpful in 
predicting the suitable career for students. This system 
will help students in choosing their career and reduce 
confusion among the students while choosing a career. In 
future, more powerful system can be developed where 
maximum fields of career can be covered and technical, 
logical, memory-based, skill-based tests in the maximum 
fields of career can be provided by the system in order to 
give more accurate and beneficial results.  
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