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Abstract - In this project analyzing of Voiced, Unvoiced and silence regions of speech from their time domain and frequency domain representation. The deconvolution Cepstral homomorphism processing is frequently used. It relates to the flow of air that comes from lungs during speech generation. For unvoiced sounds like in “s” as well as “f”, vocal coeds are relaxed and the glottis is opened. For voiced sounds like, “a”, “e”. The vocal cord actually vibrates which in turn gives the pitch value. The shaping of the spectrum is done by using filter. This helps in creating different sounds and relates towards vocal tract organs. A speech recognition system tries to reduce the influence on the source (the system must provide same “answer” to get a high pitch woman’s voice and for to secure a low pitch males voice), and specify the filter. The problem in source e(n) along with filter impulse answer h(n) are convoluted. Mel-scale is used for auditory modeling. Two famous tests that generated the bark and Mel scale machines were taken from the literature and its outcomes are reported here to characterize human auditory system. The specific LPC is approximately such as sufficient statistics of haphazard samples throughout statics. The LPC coefficients are actually the very least squares estimators from the regression coefficient if the minimum variance linear estimators from the regression coefficients. In LP research the redundancy within the speech signal is used.
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1. INTRODUCTION

Speech is an acoustic signal produced from a speech production system. From our understanding of signals and systems, the system characteristic depends on the design of the system. For the case of linear time invariant system, this is completely characterized in terms its impulse response. However, the nature of response depends on the type of input excitation to the system. For instance, we have impulse response, step response, sinusoidal response and so on for a given system. Each of these output responses are used to understand the behavior of the system under different conditions. A similar phenomenon happens in the production of speech also. Based on the input excitation phenomenon, the speech production can be broadly categorized into three activities. The first case where the input excitation is nearly periodic in nature, the second case where the input excitation is random noise-like in nature and third case where there is no excitation to the system. Accordingly, the speech signal can be broadly categorized into three regions.

1.1 Voiced Speech

If the input excitation is nearly periodic impulse sequence, then the corresponding speech looks visually
nearly periodic and is termed as voiced speech. During the production of voiced speech, the air exhaling out of lungs through the trachea is interrupted periodically by the vibrating vocal folds. Due to this, the glottal wave is generated that excites the speech production system resulting in the voiced speech.

### 1.2 Unvoiced Speech

If the excitation is random noise-like, then the resulting speech will also be random noise-like without any periodic nature and is termed as Unvoiced Speech. During the production of unvoiced speech, the air exhaling out of lungs through the trachea is not interrupted by the vibrating vocal folds. However, starting from glottis, somewhere along the length of vocal tract, total or partial closure occurs which results in obstructing air flow completely or narrowly.

### 1.3 Silence Region

The speech production process involves generating Voiced and unvoiced speech in succession, separated by silence region.

## 2. RELATED WORK

The input excitation, then the system component can be separated/constructed by exciting the system with the inputs and collecting its responses. This is what is done in same channel estimation problems. In the second case, if we knew the system response, then the input excitation can be recovered the inverse filter theory concept. For instance, Linear Prediction (LP) analysis of speech to recover excitation. There is yet another type of deconvolution, where the assumption is both input excitations as well as system responses are unknown. Speech is composed of excitation source and vocal tract system components. In order to analyze and model the excitation and system components of the speech independently and also use that in various speech processing applications, these two components have to be separated from the speech. The objective of cepstral analysis is to separate the speech into its source and system components without any a priori knowledge about source and/or system. The redundancy in the speech signal is exploited in the LP analysis. The prediction of current sample as a linear combination of past $p$ samples form the basis of linear prediction analysis where $p$ is the order of prediction. The cepstrum computation discussed so far is known as the real cepstrum.

As the real cepstrum is computed from the log magnitude spectrum, the phase part is ignored. This will not enable the reconstruction of the sequence from the cepstrum. However the reconstruction can be done by preserving the Fourier phase and use it for reconstruction from the real cepstrum.

![Fig – 1 Block diagram representing complex cepstrum](image)

## 3. CONCLUSIONS

The objective of this experiment is to separate the excitation and vocal tract components of a given speech signal by Cepstral analysis. The first step is to convert the speech into short-term segments of size 15-20 ms. Here the frame size is fixed to 20 ms. Then each frame is multiplied by a hamming window. Then Cepstrum representation of short-term speech is computed by finding the IDFT of the log magnitude spectrum. The objective of this experiment to estimate...
the LP coefficients of order P by autocorrelation method. The first step is to perform the autocorrelation analysis of speech frames having length of 15-20ms after multiplying it with a hamming window.

Fig - 2 Voiced speech cepstrum

Fig - 3 20 ms voiced speech segment

Fig – 4 The Speech and residual of 20 ms voiced speech segment
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