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Abstract - OpenGL is used in various graphical software 
implementations that vary from games to medical imaging 
and virtual reality applications. The use of 3D modelling 
software such as Blender has increased over time for games, 
simulations and animations. Such software allows graphical 
models to be developed with ease and to be visualized 
immediately rather than at run time. But they lack in terms of 
platform compatibility and have significant overheads. In this 
paper we suggest a hybrid approach using Blender for 
modelling and OpenGL to perform the rendering, animation 
and transformations of the models is outlined and contrasted 
against a pure OpenGL workflow. Better workflow efficiency, 
platform compatibility and low overhead aspects are reaped 
from this hybrid approach when compared to pure OpenGL.  

 
Key Words:  Graphical Modelling, 3D Animation, Blender, 
OpenGL, Assimp, Virtual Reality 
 

1. INTRODUCTION 
 
Virtual reality is an artificial three-dimensional environment 
created by a computer and presented to a person in an 
interactive way [1]. It refers to the computer simulation 
displaying an environment through which one can walk and 
interact with objects and simulated computer-generated 
people. With the increasing availability of cost accessible 
hardware components, virtual reality applications are 
finding its way into various applications such as gaming, 
learning and social skills training, military training, 
architectural design, simulations of surgical procedures, 
rehabilitation of psychological disorders such as anxiety, 
schizophrenia, depression, and eating disorders. [2,3,4,5,6,7].  

The artificial environment is created by 3D modelling which 
creates a realistic world so that the users could immerse into 
this environment by interacting with these objects using the 
hardware devices such as computer mouse, joystick, force 
sensor, cyberglove having the sense of the real world. The 
efficiency of VR applications solely depends on the creation 
of 3d objects. In the period between 1996 and 2005 key 
changes emerged on the platforms such as Superscape 
World Builder and OpenGL that supported easier 
development and distribution of desktop VR applications [8]. 
OpenGL provides the better workflow efficiency, platform 
compatibility and low overhead that is needed for the VR 
applications. Hence, in this paper we suggest the usage of 

improvised technique of creating 3D objects with the 
combination of OpenGL and Blender software. 

2. MODELLING FOR GRAPHICS APPLICATIONS 
 

OpenGL is a cross-platform, cross-language software 
interface to graphics hardware for rendering 2D and 3D 
vector graphics [9]. The interface consists of several hundred 
procedures and functions that allow a programmer to specify 
the objects and operations involved in producing high-quality 
vector graphical images. Blender is a free and open source 3D 
modelling, simulation and animation suite [10,11]. It 
supports the entirety of the 3D pipeline including rigging, 
rendering, compositing and motion tracking, video editing 
and game creation. A Python API is available for use by 
advanced users. 

Modelling for graphics applications can be performed 
using one of three techniques: 

1. OpenGL only: OpenGL allows models to be created by 
specifying triangles or quads as arrays of vertices, 
edges & normals, with additional arrays for color and 
texture data. Another technique to create models in 
OpenGL is enabled with the use of toolkits such as 
freeglut which provide routines to create basic 
structures such as cubes, cones, cylinders and 
teapots. This approach is powerful but basic and 
requires knowledge of the coordinates, normals and 
colors beforehand, leaving little room for 
experimentation and creativity. Complex models such 
as a human face are challenging to work with in pure 
OpenGL. 

2. Blender only: Blender supports game and animation 
development through its GUI interface. This seems to 
be the best option, but misses out on the widespread 
adoption and testing that OpenGL has received. 
OpenGL has a bare metal approach to graphical 
programming which may be useful in some cases. 
Complex models are easily tweaked and flexibility 
exists in the design of models. Models can be viewed 
as they are being created. Blender also provides basic 
structures such as cubes, spheres etc. [26] 

3. Creating the models in Blender and importing the 
data into OpenGL applications: In this approach 
modelling software such as Blender is used to create 
the models, and a translation program or library such 
as Assimp is used to convert the models to 
corresponding OpenGL code. The data format 
generated by the modelling software is usually 
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defined by a set of polygons with position and normal 
data. This allows for easy modification of models if 
needed, and incorporates the cross - platform, cross - 
language abilities of OpenGL. 

Modelling is used by several industries with many more 
such as medical simulations, and virtual surgery as 
described in [12,13]. Dental processes can be better 
understood by reconstructing a person’s jaw in 
software[14,15]. Engineering models are now being 
modelled in 3D graphical environments that enable 
printing of prototypes and automated CAD generation. 
Industrial workflow simulations are better illustrated 
using animations rather than by a verbal description [16]. 
Human bio-mechanical simulations help understand the 
internal working of skeletal muscles better as described 
in [17]. 

3. MODELLING WITH PURE OPENGL AND FREEGLUT 
 

OpenGL provides functions to generate primitives such as 
points, lines and polygons with additional functions for view 
manipulation, texture projection, object transformations, 
rendering and so on. This along with the cross platform 
compatibility and open source licensing makes it the de facto 
choice for development of graphics applications. 

OpenGL being an API, does not provide advanced 
functions for complicated 3D modeling. So creating 
complicated 3D models has to be performed through the 
combination of the basic geometry such as points, lines and 
polygons (Fig 1). OpenGL provides a function 
(glDrawArrays)[9,18,19] to render a model using arrays of 
vertex coordinates, edges & edge order, normals, and vertex 
color. 

 

Fig -1: Modelling of a 3D object in OpenGL using arrays 
[20] 

 
A) Basic Geometry Modelling: Simple models can be plotted 
by hand and the coordinates provided as input to the 
OpenGL pipeline. This works well for models that are simple 
and provides great control over the individual vertices and 
normals. While rotation, scaling or translation can be 
handled using functions in OpenGL, transformations that 
affect sections of a model (facial expressions) are not simple. 
As the polygon count in a model increases, simple modelling 
is not feasible. 
B) Modelling using OpenGL and freeglut: Utility toolkits like 
freeglut (A replacement for the original GLUT toolkit) 
provide abstractions to create simple 3D structures such as 
boxes, cylinders, cones, spheres, discs, teapots and more[20]. 
While these toolkits simplify basic 3D objects that could be 
the building blocks of a model, they restrict the ability to 

modify individual faces, normals, vertices or colors of faces. 
Models of realistic looking objects, curved objects such as 
pillows are not fit for generation through this method, and 
hence developers rely on glDrawArrays instead. 
 
Using the freeglut toolkit, modelling of a basic snowman 
structure took about 2 minutes with boilerplate code and 6 
lines of modelling code as outlined below. Boilerplate code 
was required to visually verify the appearance of the model 
and the positioning of structures [21]. The boilerplate code 
contained the initializations for OpenGL and freeglut as well 
as a mouse input handler to allow for a 3D walk around of 
the model for verification of the model’s accuracy to the 
design. 
glScalef(1.0,4.0,1.0); 
glColor3i(255,255,255); 
glutSolidSphere(1.0); 
glTranslatef(0.0,5.0,0.0); 
glScalef(1.0,0.25,1.0); 
glutSolidSphere(0.5); 
 

4. MODELLING WITH BLENDER 
 

Blender is an open source modelling and animation suite, 
which makes it a good candidate for most graphics 
application development endeavors. Contrary to modelling 
with OpenGL, it provides real time visualization of the created 
model and transformations applied to it with an interactive 
GUI. This makes designing easier and training new designers 
simpler.  

Similar to OpenGL toolkits, Blender provides some basic 
structures to construct models, similar to OpenGL that can be 
manipulated to obtain any shape desired [25]. For example, a 
thin cylinder can be manipulated into a plate. The 
model/scene generated is saved in BLEND format by default, 
but can be exported in many other formats including OBJ, 
DAE, ABC, FBX, X3D. Additionally, Blender allows for easier 
generation of curved models and high polygon count models 
through the use of GUI based click and drag tools rather than 
requiring understanding of various mathematical formulae. 
Specifying and changing colors, textures are convenient and 
simple to perform. 

Using Blender alone, modelling a simple white snowman 
structure took about a minute and was achieved using the UV 
sphere mesh, scale and move options. Then a material with 
color set to white was applied to both meshes at the same 
time. The resulting model could be visually verified without 
requiring any boiler plate code. 

5. HYBRID APPROACH WITH BLENDER AND 
OPENGL 
 
Translation of models created in Blender can be performed in 
a few ways, each with its own characteristics. A suitable 
approach has to be chosen based on the requirement of the 
application. Translator programs that work on a single file 
format can be simpler to implement if the additional features 
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of import libraries are not used in the application, while 
import libraries like Assimp can convert multiple file formats 
comprehensively to a single data structure format to be 
translated. 
 
A) Writing a translator program: Blender allows output files 
to be in several formats. Since OBJ files have a simple file 
structure, it is a good candidate to use for writing a translator 
program. Each line in the file represents an entity. Vertices 
are represented by a ‘v’ at the start and faces are represented 
by a ‘f’ [18,22]. A triangle in OBJ file representation consists of 
three vertices and a face as enlisted below. 
v 0.0 0.0 0.0 
v 0.0 1.0 0.0 
v 1.0 0.0 0.0 
f 1 2 3 
 
A simple translator program would be (pseudocode): 
for line in file: 
  lineElements = line.split(“ “) 
  if lineElements[0]==’v’: 
    queue.push(lineElements[1:]) 
  elif lineElements[0]==’f’: 
    glBegin(GL_POLYGON) 
    while !queue.isEmpty(): 
      glVertex3f(queue.pop()) 
    glEnd() 
 
B) Using a import/translation library such as Assimp (Open 
Asset Import Library):  
Writing a translator program directly requires detailed 
knowledge about the data structure and internal format used 
by a particular file. This also restricts further development of 
the graphics application to use that file format. Additional 
limits are imposed by the efficiency, capability and portability 
of the translation program on different platforms. Libraries 
such as Assimp allows a programmer to load model files of 
various formats dynamically with the added benefit of being 
well tested and robust. Assimp accepts most of the file 
formats exported by Blender including BLEND format. It then 
processes the file into a data structure; a simplified 
representation of which is Fig 2. The structure of each 
component of the model is a node in Assimp’s tree-like data 
structure and hence can be recursively traversed. Each node 
consists of an index reference to mMeshes. Each mesh 
structure contains vertex, normal, texture, face, and material 
information either as a reference, or as arrays. A scene is a 
structure generated by Assimp when a file is imported using 
the aiImportFile function. aiImportFile preprocesses the 
model/scene by triangulating faces, correcting for winding 
order, removing the redundant and hidden polygons and so 
on [23]. 

 
Fig -2: Data structure generated by Assimp after file 

processing [24] 
 
The following pseudocode is a simple implementation of 
using Assimp to process Blender generated model files and 
render the corresponding models in OpenGL. 
def recursive_generate(Assimp Scene sc, Assimp Node node): 
  for each mesh in node: 
     Load material from mMaterials and corresponding mesh 
     from mMeshes[] 
     Generate OpenGL object using GL_POINTS, GL_LINES, 
     GL_POLYGON or GL_TRIANGLES. 
     Generate substructures of current node recursively by 
     calling Recursive_generate on mChildren[] 
     Create an OpenGL list with the tree of objects and return 
def display(): 
  For all the lists, apply transformations and call 
  glCallList(list) to render onto the screen 
 
The tree when recursively traversed and processed results 
in a list of OpenGL instructions which can be stored in a list 
for reduced processing needed later. The list can be called 
using glCallList whenever needed to create the desired 
model. This makes it easier to decouple model design and 
software logic development for applications such as game 
development and AR/VR application development. 
 

 
OpenGL with toolkits like freeglut allow for a wider range of 
models to be created by using predefined 3D objects. This is 
however not always useful, and in some cases may increase 
the number of faces to be processed to render a model. For 
example, a lamp would be at the least made up of a disc, a 
cylinder, and a frustum of a cone. Parts of each of those 
objects would be clipped, and processing power used to 
render additional regions of the lamp would be wasted. 
Objects like human models would be complicated to generate 
without any additional software, and with additional 
software to generate vertex and face data, any changes made 
to the model’s design would require rework to update the 
stored vertex and face data to match the color & texture data. 
Blender and other similar modelling suites overcome this 
inconvenience and allow for the design of models and 
program logic to be decoupled. Vertex, color, texture and 
normal data are stored with the models, and do not require 
manual updating in OpenGL when a part of the model is 

6. COMPARISON BETWEEN THE APPROACHES 
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changed. Import libraries convert several file formats to a 
single data structure that can be used with a custom 
translation program to render the models in OpenGL. Since 
Blender has an interactive GUI, creation and design of 
complex models such as humans is easier with continuous 
feedback on the changes made to refine the model. This 
reduces time spent on waiting for the test driver program to 
compile for verifying that a refinement has the desired effect. 
Performance does have an impact, but this can be mitigated 
by importing the model before the program execution starts, 
importing on a separate thread, or embedding the imported 
data directly in a production build. Moreover, importing and 
processing of models is a onetime task, and is not repeated on 
each frame as with clipping or culling of faces on inefficient 
model designs. 
 

 
Fig -3: Model translated and rendered in OpenGL 

 

 
Fig -4: Model rendered in Blender 

 
Fig. 3 is a screen capture of the OpenGL render of a model 
created in Blender as saved as a BLEND file. The file was 
converted into OpenGL code using Assimp and a translator 
program similar to the one described above. Fig 4 is the same 
model rendered using Blender’s internal render engine. 
 
The render generated through importing the model into 
OpenGL took an additional second at the beginning of the 
application to load, process and translate the BLEND file into 
OpenGL code. This is a single occurrence task and can be 
hidden behind a loading screen or performed ahead of time 
and cached. The render generated through Blender’s internal 
renderer has a similar appearance to the one from OpenGL 
translation. The observed difference is the variance in 

specular reflection in Fig. 3. This can be attributed to the 
translation program not processing the stored specular 
values in the BLEND file. Another difference is that the 
Blender render processes ambient occlusion while the 
OpenGL render was not programmed to do so. No other 
significant differences could be found. 
 

 
    For the development of graphics applications with 
OpenGL, the graphics modelling tools available are limited 
and lack user friendly techniques. A hybrid approach to 
application development with OpenGL wherein a 
professional 3D modelling software such as Blender is better 
suited to modern workflows. The models can be imported 
into the application using an import library like Assimp. The 
imported data is translated into OpenGL commands using a 
translation program. Once translated, the OpenGL 
commands can be run multiple times without requiring any 
loading or processing of the model files. This technique 
allows for faster development of models, and makes it easier 
to change the models as required. The result concludes that 
models can be easily and accurately imported into OpenGL 
when precautions are taken to correct for any parameters 
that differ between the modelling software and OpenGL. 
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