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Abstract - Hand Gesture Recognition plays a key role in 
human-computer interactions. In 21st we can observe many 
Technological advancements happening around us, such as 
biometric authentication which we can see frequently in our 
smart phones, similarly hand gesture recognition is a modern 
way of human-computer interaction i.e., we can control our 
system by showing our hands in front of webcam and hand 
gesture recognition can be useful for all kinds of people. Based 
upon this idea this paper is presented. This paper provides a 
detailed explanation to the algorithms and methodologies for 
the color detection and virtual mouse. 
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1. INTRODUCTION  
 
A Computer mouse is an input device that helps to point and 
to interact with whatever that is being pointed. There are so 
many types of mouse in the current trend, there’s the 
mechanical mouse that consists of a single rubber ball which 
can rotate in any direction and the movement of the pointer 
is determined by the motion of that rubber ball. Later the 
mechanical mouse is replaced by the Optical Mouse [1].  
  
 Optical Mouse consists of a led sensor to detect the 
movement of the pointer. Years Later the laser mouse was 
introduced to improve the accuracy and to overcome the 
drawbacks of the Optical Mouse. Later as the Technology has 
been increased drastically wireless mouse was introduced so 
as to enable hassle free movement of the mouse and to 
improve the accuracy.  
 
No Matter how much the accuracy of the mouse increases 
but there will always be limitations of the mouse as the 
mouse is a hardware input device and there can be some 
problems like mouse click not functioning properly ad etc., 
as the mouse is a hardware device like any other physical 
object even the mouse will have a durability time within 
which is functional and after its durability time we have to 
change the mouse. 
 
As the technology increase everything becomes virtualized 
Such as speech recognition. Speech Recognition [4] is used 

for recognition and translation of the spoken language into 
text. Thus, Speech Recognition can replace keyboards in the 
future, Similarly Eye Tracking [5] which is used to control 
the mouse pointer with the help of our eye. Eye Tracking can 
replace mouse in the future.  
 
Usually we see gestures can be of any type, like hand pixel 
image or any human input pose that require less 
computational difficulty or power for making the devices 
required for the recognitions to make work. Different 
techniques are being proposed by the companies for gaining 
necessary information/data for recognition handmade 
gestures recognition models [6] [7].There are few models 
which work with special devices such as data glove devices 
and color caps to develop a complex information about 
gesture provided by the user/human.  
 
In a Similar way the virtual mouse that we will discuss in this 
paper is made up of OpenCV, pyautogui. OpenCV is a python 
library for computer vision which is used for capturing 
images from webcam. Pyautogui is a python library that is 
used for specifying keyboard and mouse operations.  
 
Previously when we want to operate and work with system’s 
it’s been a really different thing. So once the technology is 
being developed the things like separate applications and 
soft wares are created and developed for easy use of system. 
When the technology had introduced technologies like 
artificial Intelligence [11] and machine learning [12] they 
have become booming technologies that help us easily to 
operate and give commands to systems without any human 
interactions. So here the model is also a part of these 
technologies which can help us work with our systems with 
ease.  
 
The techniques are developed in such a way even machine / 
System have the intelligence [2] that can identify and vary 
different thing which are easy for human now became easy 
for systems to understand the same things with a new way of 
learning.  
 
Virtual Mouse using Hand gesture recognition [3] allows 
users to control mouse with the help of hand gestures and 
system’s webcam is used for tracking hand gestures. 
Computer vision techniques are used for gesture recognition. 
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OpenCV consists of a package called video capture which is 
used to capture data from a live video. 
 

2. METHOD 

2.1 Open CV 

Open CV (Open Source Computer Vision Library). It makes 
use of Numpy, which is a python library that is used for 
implementing multi-dimensional arrays and matrices along 
with high-level mathematical operations on these arrays. 
OpenCV is mainly used to capture data from a live video 
hence it is mainly focuses on image processing and video 
capture. In this paper OpenCV is focused mainly on video 
capture. OpenCV is also used for applications such as face 
detection, OCR, Vision-guided robotics surgery, 3D human 
organ reconstruction, QR code Scanner etc., Using OpenCV we 
can perform detection of specific objects such as eyes, faces 
etc., we can also analyze videos such as estimating the motion 
in the video or subtracting the background from the video, 
and tracking objects [8] in it. 

OpenCV covers the basic data structures such as Scalar, 
point etc. that are used for building OpenCV applications. 
OpenCV library is imported into the python using the code 
‘import cv2’. 

2.2 Anaconda 

Anaconda is an open source platform for python and R 
programming Language which is used specifically for data 
science, Machine Learning, Data Processing, Predictive 
Analysis, etc., Anaconda consists of desktop GUI application 
called Anaconda Navigator and conda prompt which is a 
command prompt for Anaconda. Anaconda Navigator is used 
to launch applications and manage conda packages without 
using command-line commands. Anaconda Prompt is used 
for launching applications and manage conda packages with 
the help of command-line commands. The default 
applications that are available in Anaconda are Jupyter Lab, 
Jupyter Notebook, QtConsole, Spyder, Glueviz, Orange, 
Rstudio, and Visual Studio. 

Anaconda also has a cloud called Anaconda Cloud. It is a 
package management service provided by Anaconda where 
we can access, store and share private and public notebooks, 
environments and various conda and PyPI packages. 
Anaconda Cloud hosts various python packages, 
environments, notebooks for a variety of applications. With 
the help of this cloud we can also install python packages 
using pip or conda. 

 For operating the models we are using a system that is 
compatible with GPU’s and high powered systems, Since the 
data which the models are working on requires high 
processing power that helps for fast and easy usage of 
models with users. 

 

3. IMLPEMENTATION 

The system implementation is mainly based on the working 
conditions of Anaconda Environment interface design, with 
OpenCV, wx, Numpy libraries and some of the sub packages 
of these libraries. Camera window is 1920*1080 and with fps 
of 40 (Default system camera). 

While the device in ON and when the model is run, it opens a 
tab of the camera which takes input from the user. The 
model is designed for the recognition and further working is 
done by commands give to the system and how the user 
wants the gestures to make recognize. At the same time, the 
mouse pointer movement will be captured and made to 
operate. The model working and implementation is shown in 
figures. 

 

Fig. 1. This code is used for the color dectection and 
highlighting the wanted color. 

A. Model Understanding 

In the model understanding we try to identify what kind of 
the applications model needs to be developed so 
development of the mouse movement without using the 
system mouse, the model is developed using computer vision 
where the color variation is used for the mouse identification 
and movement [9]. We can observe in Fig 1 to identify the 
color/ variation detection that could help with the main part 
of our problem. 

 

Fig. 2. Limits of Green color in HSV color identification 
(Hue, Saturation and Value). 

 

Fig. 3. For adding the limits to the mask, so that it can 
identify the green from the camera and highlights the 

input from the user. 

The model creation depends mostly on the steps that are 
given in Fig 2 and 3. There we are identifying the color 
required for the user by using the range of green by using 
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the color values in RGB image and highlighting them from 
HSV image and converting them into Black and White and 
display it in the mask which is system understandable image 
representation [10]. 

After recognizing the highlighted color from the Fig 1, its 
show that formation of red boxes around the color. 

 

Fig. 4. Code for operating if there is only one figure with 
highlighted color.  

 

Fig. 5. Code for operating if there are two figures with 
highlighted color. 

From the above images we can clarify that all the functions 
and operations that are going on in the model. 

Fig 4 shows the part of code when a single input is given and 
the operations that are performed. When a single figure is 
given there will be moving mouse which is depending on the 
figure which is not applicable for clicking / selection 
processes. 

In fig 5 we observe a point is formed which is used for the 
movement and without adding / changing the code if we join 
the two fingers click can be formed by inversing the 
rectangles into circle that can be identified in the systems. 

4. RESULTS 
 

The model which we have developed is by using open CV 
and Numpy. The models which we are developing are color. 

Detection and mouse movement based on highlighted color 
which is given from the user for the movement of the mouse. 
Let’s see how the code will be working which we have 

implemented for the color detection and the movement 
based on the rectangles which we have added for the color. 
 

 
Fig. 4. This is the part of the code that is used for the color 

detection and highlighting the wanted color. 
 

Here in the fig 4 we are seeing a single figure input 
provided to the camera feed, what we can observe is that 
the mask which is created is based on the color Green. 
This works based on the color detection code that is 
provided to distinguish the back ground with green. This 
is a sample representation with a single input from the 
user. Now let’s see how it will work for the different ways 
of inputs. 

 

Fig. 5. This is the part of the code where it identifies 
the multiple inputs from the user that can help for the 

creation of the mouse pointer movement. 

So, here in fig 5 we are seeing a two figure input where it 
is forming two rectangles and forming an average point 
from both the figures. That point will be acting like a 
mouse pointer. Once the point moves the mouse pointer 
in the runtime also moves along. So using this we can 
implement the movement of the mouse. The updating of 
the mouse pointers depends on the position of the green 
caps in the mask that is created for understanding the 
system. The created mask is converted from RGB 
background to a black and white that will be used for the 
detection of the green objects that will help for the 
movement of the mouse. 

This is a sample implementation that can be gathered 
from using this model – movement of apps on the desktop 
/ clicking / Selection of multiple items. Let’s see how it will 
be using the figure – 6 and 7. 
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Fig. 6 & 7. In here the system implementation and 
working where we have selected an application like 

Itunes and tried moving using our mouse model. 

Same way we can observe the things like clicking which is 
formed form combining both the figures. So the working of 
this is based on the circle that is formed combining two 
rectangles that is formed from the detection of the green 
color in front of the camera. 

 

Fig. 8. The figure which that’s given here shows the 
clicking of the image that will be helping for the clicking 

in case of click. 

As the observation from fig 8 we have classified that click is 
formed and that can be used for the actions like selection / 
dragging files / many other functions. So this are the results 
that are obtained from the model development and 
execution. 

5. FUTURE SCOPE 

The development of these techniques and models are really 
vast. The color detection model can be developed if we want 
to identify a particular color out of a colored photo. And the 
mouse movement can be developed in such a way it can act 
like a real mouse that will help us for using system without 
even touching the system’s keyboard or mouse. The 

development can be in such a way it can be training on 
CNN’s[14] that will help for a better performed model. 

The Models can be developed in different ways by using 
some latest packages like ‘pyauto GUI’ [15] that will help us 
to give commands which will identify an input and perform 
some function on the system. So if any separate color is 
detected it can perform special function or if an input from 
user is detected it will open any specific folder with ease 
without performing any actions, a simple gesture can do the 
job. 

6. CONCLUSION 
 

This work concludes by using the topics of computer vision 
like open CV, it can form masks that can variate colors by 
using color variation techniques and also development of 
mouse movement by using certain packages like ‘mouse’ 
which will be used for the movement of mouse by using the 
coordinates that are linked to the detected color. 

This can provide ease use of systems and many other 
applications. So the Open CV is helping the users with 
different accessible forms of models that will make ease life. 
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