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Abstract - Automation of every process has become a 
technological trend with high computing platforms and 
advance learning models, and many industries and tech 
companies are ready to turn their complex and traditional 
processes towards automation. This paper has presented the 
modeling of the multi-domain mapping model as a significant 
contribution in the field of creative applications and the 
natural language processing research domain. However, 
multi-domain processing and feature space mapping is quite a 
challenging task in a field of computer graphics. The proposed 
study constructed an automation model, which takes a natural 
text from the user as input and constructs the realistic visual 
scene of human motion activities according to the given 
condition in the input data. The proposed automation model 
deals with the distinctive features of the data set in different 
formation of files, which contains information about human 
motion activities. The proposed system is implemented on a 
numerical computing platform. The study outcome 
demonstrates the performance of the proposed system with an 
accuracy rate of 89% in the matching of outcome with the 
condition given in natural text description. The proposed study 
also generates high quality realistic visual graphics of human 
motion activity. 
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1. INTRODUCTION  
 
Advances in Machine learning (ML), artificial intelligence 
(AI), and higher computing platforms have unlocked new 
possibilities in every sector of human life [1-2]. ML and AI are 
areas of digital and intelligence technology that involve 
innovative ideas, high capability of processing both linear and 
nonlinear data, and automating the time consuming and 
complicated tasks [3]. ML and AI have become crucial for 
data-driven applications due to their incredible ability to 
capture hidden patterns, knowledge mining, and optimization 
in business and industrial processes. Therefore, these 
technologies are essential units of automation because they 
can improvise the functionality of traditional business 
processes through modern learning algorithms, thereby 
increasing productivity and overall outcome, which is 
desirable [4]. In recent years, deep learning methods have 
become the most popular in the field of automation because 

of their self-learning and robust prediction ability. In the field 
of creative and captioning applications, recent developments 
in computers and maturity in and hardware tools are 
promoting the intelligence system. Therefore, many 
industries and business companies are interested in adopting 
ML and AI in their workplaces for automating their tasks. 
Advanced learning models and architectures have also 
opened up in the context of natural language processing 
(NLP) [5-6]. Much research has been done towards NLP in 
the application of text generation or text captioning from 
images and videos based on the learning approach and 
recurrent networks. The mapping of video to text description 
has been studied extensively over the years. However, text-
based video generation has not been extensively studied. 
Previous works in the field of NLP has much focused on 
generating text subtitles from the video [7-8]. However, the 
mapping features space in the domain of producing visual 
graphics from the natural description is quite a challenging 
issue for most of the existing methods. An important 
attention in visual graphic construction from the linguistic 
description is that both image and moving animation must be 
determined according to the condition described in the input 
natural text. The adoption of natural description to image 
construction mechanisms directly creates a situation in which 
moving animation is not uttered by the natural description. In 
this context, the problem of moving animation construction is 
mainly associated with to approach of prediction. In the 
prediction mechanism, the prime objective is to learn a 
nonlinear feature of the given frames to guess the best 
possible or subsequent frames [8]. Various other research 
studies have also presented their approach for mapping 
natural text description feature space to visual motion 
graphic feature space [9-10]. However, many issues, such as 
computational complexity, low-resolution, accuracy, are 
associated with generated output in the existing system.   

The proposed study attempts to explore the applicability of 
ML concepts in the research domain of realistic human 
motion animation generation from the natural text 
sequences. The study introduces the modeling of a 
computational-efficient human motion prediction model to 
generate the most relevant visual scenes. The study adopts 
human motion activity dataset-(MOCAP) provides by KIT. 
The study also models two different neural networks i.e., 
LSTM and GRU, which specific forms of Recurrent neural 
network for the mapping of natural text given by the user as 
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input and model construct relevant, realistic visual animation 
of human movement activity. The scope of the study justifies 
with outcome and model performance analysis.   

The rest of the section of this paper is planned in the 
following manner. Review of existing literatures is conducted 
in section II. Description and design of proposed system is 
discussed in section III. Implementation strategies followed 
by algorithm steps is discussed in section IV. Result analysis 
is presented in section V. Finally, overall contribution of 
proposed study is concluded in section VI. 

2. RELATED WORK 
Several research works have been carried towards 
addressing problems associated with the NLP domain for text 
generation form the video description. However, research 
work towards video generation from natural language 
description is less studied and explored. The research work 
in a similar direction is considered in the study of Pan et al. 
[11]. In this, the authors introduce the Hierarchical Recurrent 
Neural-(HRN) encoder focusing on the learning of temporal 
details in the video description for text representation. 
Another work for video captioning is considered by 
Venugopalan et al. [12], where the authors have focused on 
the problem of producing text in open domain videos and 
presented sequence-to-sequence-(S2S) framework using 
LSTM to construct natural description about the events in the 
input visual scene. A different approach for paragraph 
captioning is conducted in the research work of Yu et al. [13].  
Here, the authors used the HRN Network and attention 
mechanism to consider both temporal and spatial 
relationships between video descriptions to generate single-
line text for the short event in video and multi-line paragraph 
description for a long event. A recent work towards video 
generation from natural text description is considered by 
Plappert et al. [14], where the authors have introduced a 
bidirectional mapping model based on the RNN model and 
Sequential learning mechanism for text feature space to 
human motion visual scene description. A multi RNN 
autoencoder based Bidirectional mapping model is also 
presented in the work of Yamada et al. [15] for visualization 
of robotic motion activities from the linguistic descriptions.  

Ballas et al. [16] provided a prediction model based on GRU 
for Spatio-temporal feature learning for the video description 
generation. An instigation study is carried out by Austin et al. 
[17]. In this, the authors have investigated how large feature 
mining from large text descriptions can improvise the 
performance of video generation in LSTM based prediction 
model. An approach based on a combined multilayered 
neural network and dropout autoencoder can be seen in the 
study of Ghosh et al. [18] for Spatio-temporal modeling for 
synthesizing for realistic motion sequences for long-term 
predictions. Various other research works [19-28] are carried 

in the same direction as the research problem as highlighted 
in table 1. 

Table 1 Summary of related work 

 

3. PROPOSED SYSTEM 
The proposed system introduces modeling of an automated 
system for mapping of natural language description to 
realistic visual animation generation. The design of the 
proposed system is implemented analytically that takes 
natural text features from users, and after execution via 
neural networks, it provides outcome as motion vector 
feature, which after processing with the visual graphic 
application, generates final outcome as realistic human 
motion activity visual animation. The proposed system 
contains several functional and operation blocks followed by 
integration of two neural networks viz. i) LSTM-() and GRU-
(). The modeling of the proposed system is depicted in figure 
1. The prime objective of the proposed automated system is 
to predict human motion activity from text-conditioned given 
by the user. The proposed system contains four vital 
components, namely MOCAP Dataset, NLP- (Natural 
Language Processing module), Sequence2Sequence (LSTM 
and GRU), and Physic Processing. The human motion activity 
dataset is considered in the proposed study to train both 
neural networks to learn text features and motion features. 
Here, the training operation is carried out independently for 
both neural networks to perform sequence classification and 
feature learning to generate a motion vector. After, execution 
of training operation, both the neural network is then 
integrated with another feature processing module called 
physics processing, which is mainly subjected to generate 
full-motion vector based on the understanding of linguistic 
knowledge.    
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Figure 1 Architecture of proposed automated system 

 
The system user provides an input to the proposed system in 
the form of natural text. Since the computational machine 
cannot execute or read the natural language directly, 
therefore, the input text given by the system user is subjected 
to the work embedding process. The word embedding model 
uses a lexicon-based word2vector filter, which converts 
natural language description into word vector-(machine-
readable and understandable format). The system then 
performs a sequence classification of linguistic description 
from the word vector using NLP and LSTM. In this, initially, 
the NLP unit learns the significant features i.e., verb and 
adjective, from the linguistic description, which further 
subjected to LSTM processing. The LSTM component then 
performs sequence classification and extracts semantic 
features in the form of frame feature and language feature. 
The output obtained from LSTM with frame data then goes to 
another learning module GRU as output, which, after 
processing, provides a motion feature. In this, the GRU 
performs processing of data obtained from LSTM and 
regulates it by passing on information as it propagates 
forward through the sequence chain. After successful 
execution, the GRU then generates a motion feature based on 
the spatial relationship between frame feature and text 
feature given by the user. Both LSTM and GRU have memory 
and neural network layers, also known as gates. These layers 
basically adjust the data information in the sequence 
processing flow to determine the information related to 
adding the next content. The LSTM unit predicts the behavior 
of the training set by identifying its pattern. After the 

processing is completed, it classifies an invisible sample and 
predicts the possibility of outputting the best possible next 
word. Then, the results obtained from the LSTM module are 
then subjected to GRU, which processes the text features and 
frame features and generates motion features. The motion 
feature obtained from the sequence processing and 
classification module (LSTM and GRU) are then processed 
with an important module called physics processing. In this, 
the obtained motion feature is then mapped with pose 
trajectories and other mixed features like speed and position 
of nodes over time to generate motion vector, which after 
rendering with the visual graphic application, constructs 
realistic animation of human motion activity. Description of 
dataset adopted in the proposed system is given as follows: 
Dataset: The study considers MOCAP-(motion capture) 
collected from the internet source provided by the KIT. The 
MOCAP dataset is a collection of large human motion activity 
data which was captured using experimental set-up using 
different sensors fixed on the human body. The proposed 
system first preprocesses the dataset to extract and read 
significant files having different formats. Each file is having 
an important role in the generation of motion vector as it 
contains signification features related to human pose and 
motion activity. The details of the dataset file and its varying 
formats are illustrated in figure 2 
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Figure 2 description of dataset adopted in the study 
 
The MOCAP dataset holds four different files, namely MMM-
(Master motor Mapping file), RawData, Annotation, and 
Metadata, with three different file formats. Here each file in 
the dataset is with different formats, namely XML, C3D, and 
JSON, respectively. The MMM file holds information about 
human activity features like node, joint, and frame. The node 
is basically a point in three-dimensional space, and the joint is 
a connecting line between the nodes. The frame is 
information that holds changing locations of the nodes. The 
raw data file in the C3D format holds information associated 
with raw features like speed and position of motion activity. 
The annotation file in JSON format keeps the information 
about the description of motion activity, and another file 
MetaData in the same file format contains information about 
the variable motion activity position over time i.e., Frame per 
second.  
 
i) NLP (Natural Language Processing) 
NLP is a field of computational intelligence that enables 
machines to read and understand the natural text by 
performing a semantic analysis that captures word features 
based on spatial relationships between the original texts. 
 
ii) Word Embedding Model 
The neural network-based prediction model cannot 
understand the natural language described in a human-
readable format. Therefore, the word-embedding model is 
used in the initial layer of neural networks to convert natural 
text into a machine-readable format. Here, the word2vector 
mechanism is used in the word embedding process. It is a 
united set of language feature learning and linguistic 
modeling in which words in the vocabulary are mapped to 
real-number vectors. Here, the words in the input text will be 
converted nonzero and non-fuzzy real number vectors, which 
will be the neural network's input for further processing. 
 
iii) LSTM- (Long Short-Term Memory) 
LSTM is a special form of Recurrent Neural Network (RNN) 
that processes natural text and keeps forwarding relevant 
information in order of sequence. LSTM has a cell, which acts 
as a memory and carries relevant information throughout the 
sequence processing. LSTM has another unit called a gate, 
which is of multiple types of viz. i) forget gate, ii) input gate, 
and iii) output gate. The forward gate agrees to retain the 
information relevant to the information in earlier steps. The 

input gate decides which kind of information to be added 
from the recent steps. The output gate is responsible for 
checking or estimating the next probable hidden state. 
 
iv) GRU (Gated Recurrent Unit) 
The GRU is also a specific form of RNN, but it is more 
advanced and robust than LSTM. The GRU has two gates, 
namely i) reset gate and ii). Update gate. The function of the 
update gate is similar to the forget gate of the LSTM model 
and the input gate of the LSTM model. It ensures which 
information needs to be discarded and which information 
needs to be considered. The reset gate determines what 
existing information needs to be overlooked. GRU also has the 
functionality of tensor operations, and due to this, training is 
faster in GRU compared to LSTM. 
 
v) Physic Processing 
 The physic processing refers to mapping of motion feature 
and its behavior with other related mixed features to motion 
vector. In this, a function parse_MMM() function provided by 
SCImoX library is applied  to generate motion vector as final 
outcome.  
vi)  Use Case Diagram 

 

Figure 3 Use Case diagram of proposed model 

In figure 3 mentioned above, a set of distinct operations is 
described, which shows the relationship between the user 
and the developer and allow users to provide input to the 
system in natural language and visualize the output in the 
form of realistic characters in visual graphics. The role of the 
developer is multiple, from data analysis to model testing. 
Once the model is trained, predictions are performed using 
new data provided by the user input as natural text. 
Developers or testers can use different test cases to test all 
the functions and modules of the system until they are 
completely satisfied. 

 

 



          International Research Journal of Engineering and Technology (IRJET)       e-ISSN: 2395-0056 

                Volume: 07 Issue: 06 | June 2020                 www.irjet.net                                                                     p-ISSN: 2395-0072 

 

© 2020, IRJET       |       Impact Factor value: 7.529       |       ISO 9001:2008 Certified Journal       |     Page 4007 
 

vii)  Sequence Diagram 

 

Figure 4 Sequence diagram of proposed system 

The sequence diagram in figure 4 exhibits the operation flow 
in order from one object to another. The system user 
provides input in the command-line interface and able to get 
expected output in another interface. Developers collect the 
dataset and preprocess it for training purposes. The 
prediction model takes the input from the user and converts 
it into a word vector using the word embedded model at the 
bottom layer of the neural network model and performs 
internal operation the final outcome in the form of visual 
animation of human motion activity. 

4. IMPLEMENTATION STRATEGY 
This section discussed the computational strategies adopted 
in the implementation of the proposed system design. The 
implementation and design of the proposed system are 
carried on a numerical computing tool that takes input as 
natural language description in the format of text given by 
and after execution; it provides realistic visual graphic 
animation of human movement activities. The significant 
steps followed in the implementation design are described 
below. 

Algorithm-1 Natural Description to Visual Graphic 

Input: Natural Description-(T) 
Output: Visual Graphics of human motion Activity-(VG) 
Start 

1. Initialize T, D-(Dataset) 
2. Df  f1(D) 
3. Dset  Word2Vector:  f2 (D) 

a. NLP: fs(Statement) 
b. Get  Verb, Frame 

4. Model  f3(LSTM, GRU) 
5. LSTM  f4(Dset) 

a. Input = f5(shape: [1]) 
b. L1 = f5(size, connect:input) 
c. L2 = f5(size, connect: L1) 
d. Output = f5(shape: [1,3], connect: L2) 

6. GRU  f4(LSTM:Output) 
a. Input = f5(shape: [1,3,shape(frames)[0]]) 

b. L1 = f5(size, connect:input) 
c. L2 = f5(size,connect=L1) 
d. Output = f5 (shape(frames),connectL2) 
e. Mfeat = LSTM(Data),GRU(Data) 

7. Train  f6(GRU, LSTM) 
8. Execute Model 

a. Dread f5(Dpath) 
b. InputT 
c. Word2Vector  f2 (T) 
d. NLP  fs(T) 
e. LSTM  [Tfeat, Ffeat] 
f. GRU [Mfeat] 
g. Mvec  f7(Mfeat) 
h. VG  f8(Mvec) 

End  

The algorithmic steps mentioned above are responsible for 

executing a model for mapping natural language description 

feature space to visual graphic human motion feature space. 

The execution of the first step initializes the system variable 

T, D. The variable T is assigned to take input from the system 

user, and variable D is assigned for the Dataset (line 1). In 

the second step of the algorithm, the system uses a 

function f1( ) for the preprocessing of the dataset. In this 

process, all dataset folder-(Df) with varying file formats are 

extracted and prepared for the proposed model training 

process (line 2). In the next step of the proposed system 

algorithm, all the sentences are converted into a vector of a 

real number using function f2( ), which basically refers to 

word2vector operation. In the same process, NLP is 

function fs( ) called spacy is applied overall word vector to 

extract text feature in the form of the verb, and at the same 

time, the frame files from the dataset are also read by the 

NLP function for the training process (line 3). The next 

significant step of the algorithm is subjected to the design of 

neural networks (LSTM and GRU), where function f3( ) is 

defined to parse all necessary packages and modules for the 

modeling of neural networks (line-4). The execution of the 

next step in the proposed algorithm is basically associated 

with modeling of LSTM, where another function f5( ) is 

applied to define layers of LSTM. After then, the modeling of 

GRU is carried using the same function with different sizes of 

layers. Here, the data obtained from the output layer of 

LSTM is further subjected to a new input for the GRU. It 

should be noted that the model proposed is implemented 

based on the integration of LSTM and GRU. But before the 

modeling process is carried out, the system uses a 

function f4( ), which stores all the features of the dataset in a 

sequential list, which was initially obtained by the NLP 

function (line 5). In a similar way, the modeling of GRU is 

also carried using the same function f5( ) for defining neural 

network layers (line 6). Then the system calls function f6( ) 

for executing GRU and LSTM training operation. It should 
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also be noted that training operation on both the neural 

network model is given independently (line7). After the 

successful execution of training operation, the system then 

executes its next step for model validation and performance 

analysis (Line 8). In this step, the system takes input from 

the system user in the form of natural text-(T). The model 

then converts the natural text description into word vector 

and obtains significant sematic features from the sentence 

followed by LSTM based sequence processing and 

classification, which after execution, generates text features-

(Tfeat) and frame feature-(Ffeat). The obtained features are 

then fed to GRU as input, which after processing, provides 

motion feature-(Mfea). The motion features are then fed to 

another module for physic processing. In this, the system 

uses third party function f7( ) called as parse_MMM and 

provides a motion vector(Mvec) which after processing with 

visual graphic application generates realistic visual graphics 

of human motion activity as an end result, which is according 

to the condition described in text description given by the 

system user. 

 

5. RESULT ANALYSIS 
 
This section discusses the outcome obtained and 
performance of the proposed system. The outcome is 
analyzed with different input text provided by the system 
user as shown in table 2.  
 

Table 2 Description of User Input 

 
The visual outcome based on above inputs is depicted in 
following figures as follows: 

 

Figure 5 Visual outcome for input: a person is running 

 
Figure 6 Visual outcome for input: a person is jumping 

 

Figure 7 Visual outcome for input: a person is dancing 
 

The visual outcome depicted in this paper may be 
associated with blurriness because the proposed system 
generates a running video sequence of human motion 
activity, and the figures demonstrated here are just snippets 
of the outcome obtained. In addition, the proposed system 
provides video sequences in the resolution dimension. 
Therefore, the introduced model archives better performance 
in terms of visual quality. The proposed system also assessed 
in terms of prediction accuracy, where five different test 
instances are analyzed to check the closer correlation among 
the generated outcome and condition described in the user 
input natural text. Table 3 exhibits the details of different test 
instances carried for performance evaluations. 

 
Table 3 Description of Test Instances 
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Table 3 highlights the description of different test instances 
with different user input text description. 

 

Figure 8 Analysis of Prediction model with different test 
instance of user Input 

The above figure 8 exhibits the performance of proposed 
prediction model in terms of closer mapping of natural 
description and visual graphic outcome. The analysis shows 
that the proposed system has achieved approximate 89% of 
accuracy rate in mapping of natural text to animation 
generation.  

6. CONCLUSION 
 
This paper has proposed a multi-domain computational 
model for mapping natural text feature space to visual 
animation feature space. The modeling of the proposed 
model is basically performed using two neural network 
models, which are a specific form of RNN. Human motion 
activity dataset-(MOCAP) for feature learning and both 
models are trained independently. The outcome revealed that 
the proposed model provides high-resolution animation 
graphics with less processing time. The proposed work 
presents a significant contribution to the computer graphics 
research field generated from the natural language 
description.  In the future work, the proposed system can be 
further improvised or integrated with additional functionality 
where the system takes input directly from the human voice 
to generate visual mobile animation based on the given 
condition in the voice description. 
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