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Abstract— Gestures are one of the primary means of 
communication when people of different languages 
meet, and no one knows in which language they 
should express their feelings or needs. A gesture is 
defined as a movement of part of your body, 
especially your hands or head, to show what you 
mean or how you feel. One of the ways to express 
these gestures is through Sign Language. The sign 
language is a way of communication for deaf-dumb 
people and in sign language, each gesture has a 
specific meaning. Gesture recognition refers to the 
mathematical interpretation of human motions using 
a computing device. In this paper performance 
evaluation of features and classifier is presented. 
Color moment, Hu moment and Gray Level Co-
occurrence Matrix (GLCM) are the features used in 
the proposed system. Support Vector Machine (SVM) 
is employed for classification. The proposed system 
is implemented American Sign Language (ASL) 
alphabet image dataset. The system performance is 
evaluated using predictive measures of precision, 
recall and f1-score. Our proposed system achieved 
and accuracy of 87%. 
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1. INTRODUCTION 

     Dumb and Deaf people have difficulty in 
interacting with normal people so they depend on 
vision-based communication for interaction. If there 
is a common interface that converts the sign 
language to text, then gestures can be easily 
understood by other people, so research has been 
made for a vision-based interface system where 
dumb and deaf people can enjoy communication 
without really knowing each other's language. The 
aim is to develop a user-friendly human-computer 
interface (HCI) where the computer understands the 
human sign language. There are various sign 
languages all over the world, namely American Sign 
Language. American Sign Language (ASL) is a natural 

language that serves as the predominant sign 
language for deaf and dumb people. 

     Our aim is to develop a system where we provide 
input using bare hands to form gestures which will 
then be recognized by our system. In our project, we 
basically focus on producing a model which can 
recognize fingerspelling-based hand gestures and 
convert it into text. 

 

Fig-1: Block diagram of Gesture Recognition System 

The general block diagram of Gesture Recognition 
System is shown in fig 1. It includes following broad 
steps. 

 Data Acquisition: This step is responsible for 
collecting the input data which are the hand, Face or 
Body gestures and classifier classifies the input 
tested gesture into required one of classes. 

 Gesture Modeling: This employed the fitting and 
fusing the input gesture into the model used; this 
step may require some pre-processing steps to 
ensure the successful unification.  

Feature Extraction: This step is responsible for 
successful modelling of input data/gesture. The 
feature extraction should be smooth since the fitting 
is considered the most difficult obstacle. These 
features can be hand/palm/fingertips location, joint 
angles, or any emotional expression or body 
movement. The extracted features might be stored in 
the system at training stage as templates or maybe 
fused with some recognition devices such as neural 
network, HMM, or SVM. 

Recognition Stage: This stage is considered to be a 
final stage for gesture system and the 
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command/meaning of the gesture should be declared 
and carried out, this stage usually has a classifier that 
can attach each input testing gesture matching class.  

The rest of the paper is organized as follows: Section 
II gives a brief overview of previous work in gesture 
recognition system. Section III presents the different 
kinds of feature extraction techniques used in this 
paper. It also provides information about the 
classifiers used. Section IV presents experimental 
results. Finally, Section V concludes the paper. 

2. PREVIOUS WORK 

Basically, there are two approaches for sign 
recognition vision based and sensor-based gesture 
recognition. Lots of study has been done on sensor-
based approaches like gloves, wires, etc. [1] [2]. but 
due to disadvantage of wear it continuously is not 
possible, therefore further work is concentrated on 
Image based approaches [3]. Gesture recognition 
systems use various feature extraction techniques. 
Sana Jadwaa [4] presented a review of various 
feature extraction methods for hand gesture 
recognition. They discussed Zernike Moments, Local 
orientation histogram, Local Brightness, Local 
Brightness Binary Object Features for feature 
extraction. P.S.Edirisinghe et al. [5] used features like 
hu moments, edge histogram descriptor and 
circularity shape parameter values for understanding 
British Sign Language alphabet (BSL). Sulochana M. 
Nadgeri et al. [6] used orientation histogram for 
feature extraction. Orientation histogram is used to 
produce the shape of the object at different positions 
in the image. They have used it for recognition of 
American Sign Language alphabet. There are various 
algorithms used in Gesture Recognition systems. T. 
Yang et al. [7] used Hidden Markov Model (HMM) for 
the classification of the gestures. This model deals 
with the dynamic aspects of gestures. Gestures are 
extracted from a sequence of video images by 
tracking the skin-color blobs corresponding to the 
hand into a body– face space centered on the face of 
the user. Pujan Ziaie et al. [8] used Naïve Bayes 
Classifier which is an effective and fast method for 
static hand gesture recognition. It is based on 
classifying the different gestures according to 
geometric based invariants which are obtained from 
image data after segmentation. Thus, unlike many 
other recognition methods, this method is not 
dependent on skin color. The gestures are extracted 
from each frame of the video, with a static 
background. Nagashree R N et al. [9] used Support 

Vector Machines for classification of gestures. They 
used a predefined dataset of gestures containing 
images of 1 to 20 numbers.  

3. PROPOSED SYSTEM 

The proposed system is divided into two phases 
training phase and testing phase. 

Training Phase: 

In training phase, we have extracted the features of 
the images from the ASL alphabet dataset. Then we 
have normalized the extracted features. We have 
used the SVM classifier to train these features. 

Testing Phase : 

The initial step is to capture the hand gesture via 
webcam. The next step is frame extraction. The next 
step is feature extraction. The next step is 
Classification using SVM. Finally, the gesture is 
recognized and converted to text and the text is 
displayed. 

 

Fig.-2: Block Diagram of Proposed System 

1) Frame Extraction: 
   Each individual image is called a frame which is 
where you see the term frames per second (FPS). A 
video file on a computer simply stores all the frames 
together and plays them in order, and the total 
frames stored for a typical movie reaches into the 
hundreds of thousands.  

  In our system, we have extracted the frames from 
the video and provided them as input to the next 
block. These frames were helpful for extracting 
features for classification. 

2) Feature Extraction: 
    Feature extraction efficiently represents 
interesting parts of an image as a compact feature 
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vector. This approach is useful when image sizes are 
large and reduced feature representation is required 
to quickly complete a task such as an image matching 
and retrieval. The feature extraction methods which 
we have used in our system are as follows: 

1.Color feature: Color acts as a discriminative feature 
for understanding image or keyframe content. Color 
feature is independent of image size and orientation. 
For example, blue color is prominent in beach or sky 
concept whereas brown color is dominating in desert 
or sunset concepts. 

a) Color moment 

Color moments are measures that can be used to 
differentiate images based on their features of color. 
Once calculated, these moments provide a 
measurement of color similarity between images. 
These values of similarity can be compared to the 
values of images indexed in a database for tasks like 
image retrieval. 

Equation 1 and 2 are the formulae to calculate mean 
and standard deviation. Color moment returns a six-
dimensional feature vector. 

             (1) 

  (2) 

b) Hu moment  

The most notable are Hu Moments which were used 
to describe, characterize, and quantify the shape of 
an object in the image. Hu Moments are normally 
extracted from the silhouette or outline of an object 
in an image. By describing the silhouette or outline of 
an object, we were able to extract a shape feature 
vector to represent the shape of the object. We then 
compared two feature vectors using a similarity 
metric or distance function to determine how 
“similar” the shapes were. Hu moments return a 
seven-dimensional feature vector. 

2. Texture feature: Texture is an important visual 
feature used in domain-specific applications. It can 
give us information about the content of an image 
efficiently. It is a repeated pattern of information or 
arrangement of the structure with regular intervals. 
It quantifies the properties such as smoothness, 

coarseness and regularity in an image. The texture 
feature used in our system is: 

a) Gray Level Co-Occurrence Matrix (GLCM): 

A statistical method of examining texture that 
considers the spatial relationship of pixels is the 
gray-level co-occurrence matrix (GLCM), also known 
as the gray-level spatial dependence matrix. The 
GLCM functions characterized the texture of an 
image by calculating how often pairs of the pixel with 
specific values and in a specified spatial relationship 
occur in an image, creating a GLCM, and then 
extracting statistical measures from this matrix. 
GLCM has four properties namely: Contrast, 
Correlation, Energy, Homogeneity. GLCM returns a 
four-dimensional feature vector. 

3) Classifier 

Classification is the process of predicting the class of 
given data points. Classification algorithms help us in 
predicting the accuracy of our training data. In our 
system, we have used Support Vector Machines 
(SVM) for classification. 

1. Support Vector Machine 

A Support Vector Machine (SVM) is a discriminative 
classifier formally defined by a separating 
hyperplane. In other words, given labelled training 
data (supervised learning), the algorithm outputs an 
optimal hyperplane which categorizes new examples. 
The output of a SVM can be a classification map that 
contains class labels for each pixel (or object), or a 
probability map that contains probability estimates 
for each pixel (or object) to belong to the assigned 
class. In this method, the one-versus-rest approach is 
used for the multiclass SVM output. The one versus-
rest approach builds n SVMs (where n is the number 
of concept classes), each of which is able to separate 
one class from all the others. In this experiment, one-
vs-rest multi-class classifier provided by sklearn 
module in python is used. SVMs are having kernel 
with parameters, box constraint constant C and a 
third constant depending on the type of kernel 
function used. The parameter C is the regularization 
parameter fine-tuned with the help of cross-
validation. It defines the tradeoff between margin 
maximization and error minimization. Radial Basis 
Function (RBF) is used as kernel function. For SVM 
parameter tuning, normalized training and test data 
has been used. SVM is trained using training dataset 
with parameters obtained after cross validations. 
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a) Dataset Description: 
We have used American Sign Language(ASL) 
alphabet Dataset. Dataset contain two folders one is 
training dataset and other is testing dataset. The 
training dataset contains 3000 images for each 
alphabet along with some additional movements. In 
total, it contains 87000 images. 

b) Evaluation Metrics: The benchmark metric for 
classifier evaluation includes classification precision, 
classification recall and F1-score. They are defined as: 

i) Precision: Precision defines the ratio of the total 
number of the retrieved video or keyframes which 
matches the query to the sum of the relevant videos 
matching and not matching the query from the video 
database. The precision can be accurately expressed 
by equation (3) 

          
  

     
    (3) 

ii) Recall: Recall defines the ratio of the total number 
of the retrieved video or keyframes which matches 
the query to the sum of the retrieved videos matching 
the query in the video database. Equation (4), defines 
the precise expression for the recall parameter. 

       
  

     
          (4) 

iii) F1-score: F1-score defines the harmonic mean, 
weighted average of the precision and the recall 
parameters. Since both measures are important, 
usually classifier with f1-score is followed. F1-score is 
expressed by equation (5). 

           
                

                
   (5) 

Where TP is the set of true positive samples that are 
related to the corresponding semantic concept and 
are classified correctly, TN is the set of true negative 
samples that are irrelevant to the corresponding 
semantic concept and are classified correctly, FP is 
the set of false positive samples that are related to the 
corresponding semantic concept but are miss 
classified. 

4. EXPERIMENTAL RESULTS 

Performance metrics for each alphabet  

Fig-3: Performance measures for each class 

Confusion Matrix of the SVM classifier 

 

Fig-4: Confusion matrix of SVM Classifier 
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5. CONCLUSION 

Our Project Gesture Sign Language Recognition is 
aimed to be used by dumb and deaf (disabled) people 
to communicate with normal people. We aim to solve 
this problem by taking input of gesture through 
webcam which is widely available for use. Our 
system uses the Frame Extraction technique. In 
Frame Extraction the frames were extracted from the 
video and the output from frame extraction was 
given as an input to feature extraction. In feature 
extraction data was extracted on the basis of color, 
shape and texture. The SVM classifier was used to 
classify the ASL alphabet dataset. SVM classifier 
models were created. With SVM, we achieved an 
accuracy of 87 percent to recognize the gesture. In 
the testing phase, the image was captured from the 
webcam. The gesture was extracted from the image 
by providing a graphical user interface to the user. 
This GUI will allow the user to pause the frame of the 
webcam and crop the hand gesture which is 
required. The features of the image are extracted. 
These features are normalized and provided to SVM 
for prediction. The trained SVM classifier returns the 
matching alphabet to the gesture.  
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