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1-Abstract: The aim of our project is to provide the air
quality index report of major cities of India. The Air Quality
Index is an index that is used for reporting daily air quality.
With the help of indexes, we know how clean or unhealthy
our air is, and what associated health effects might be a
concern. The Air Quality Index mainly focuses on the quality
of air within our environment, as we can see most of the
popular cities in India has the worst quality index just
because of the increasing population and pollution, so our
motive is to predict the AQI which is based on different
factors like temperature pollutions and many more. Majorly
AQl is calculated for four major air pollutants regulated by
the Clean Air Act: particle pollution, ground-level ozone
sulfur dioxide, and carbon monoxide. EPA has established
national air quality standards to protect public health for
each of these pollutants.

Keywords: AQI (Air Quality Index); EDA (Exploratory
data Analysis)

2- INTRODUCTION

In this project we are working on datasets which contains
different parameters like temperature winds, storm, snow
along with other .These parameters are really important for
calculating the PM values. So, for this evaluation we need to
extract live data from different website thru python
programming language. We have extracted the data from
tutiempo.net. The complete project is divided in to different
steps and each step contains lifecycle of the project.

3-Project Working and Explanation

The complete life cycle of this project divided in to 5
challenges. Each of them will be explained in detail in
following step.

Step1: Data Extraction from website

So, In the very first step we need to extract data from
website which is in html format and we need to convert that
data into HTML file so that we can perform EDA process on
that file.

Data, which is showing in this picture contains parameters
like temperature, snow level, winds storm, intensity and
many more but this data is available on a website.
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So, as we can see that this data is available in table formatin
www.tutiempo.net but we need this data as in HTML file.
This can be happen in two ways. We can use API which can
directly fetch the data from particular website and convert
that data into desire format or we can use python
programming language with the help of Beautifulsoup we
can convert HTML data into desire format here is a Python
code which is used to fetch data from website.
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After compile above code, the HTML file will create in
Data>AQI Folder now we can easily extract HTML file form
that folder and do EDA process to extract useful information
which will provide the required parameters.
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STEP2: Extraction PM2.5

PM2.5 refers to atmospheric particulate matter PM thathasa
diameter of 3% of a human hair, which is about lesser than
2.5 micrometers. Since they are small and light in weight,
fine particles tend to stay longer in the air compared to
heavier particles which in turn increases the chances of
human beings and animals inhaling them into their bodies.
Some particles due to their minute size i.e. smaller than 2.5
micrometers can penetrate deep into the throat and nose
and can also penetrate the lungs. In some cases, some may
find their way into the circulatory system. The process which
we are using here is similar to previous one, we need to fetch
PM2.5 values of 2013 to 2018 thru API from a website which
gives us this Utility. Data which we get thru website is in CSV
format here is a screenshot of data

aqQi2013
Date Time PM2.6 PM2.5 AQI
1/1/2013 1:00 AM az4.4 238
1/1/2013 2:00 AM 3668 243
1/1/2013 3:00 AM 290.7 250
1/1/2013 4:00 AM 2454 254
1/1/2013 5:00 AM 2205 259
1/1/2018 ©:00 AM 1802 262
1/1/20138 7:00 AM Mur 264

Here we have PM2.5 value with respect of each hour for 5
year but in the previous file the data is in day format so now
we need to convert this data into day format this can be
possible by using python programming language. In python
code here we are taking the average of hourly dataset for
each year.

| @author Sidehant Saxenn
It
\
isport pandas as pd
! import matpletlib.pyplot as plt
|

(ol avg data _28130):
tesg_i=8
average=]]
| for rews In pd.resd _cavl ' Dato/AUL/ag 201D, cay
| 284 _var®
| avged, 0
data=(]
i df=pd, Datal rame (data=rows)
| for index,raw In df.i1terrows():
| data, append|rowl P25 5)
| for 1 in dator
1f typell) 15 floet or type(l) is lat:
20s_var-add_varsl
elif type(l) is stre
| AT fle‘ssbata’ and 1iePurfal
| Leepsflaar(t)
#dd_varvadd_varstosy
avgeadd_var/24
temp_iwtemp Lot

sChankslzanid):

ang Li=’ ad L= lavie e

aversge.appensmvg)
retyrn gverage

After compile this python file we will get the PM data which
is on the basis of per day. Here in output file we have
constructed a plot map which shows the average dataset for
each year.
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Now we need to concatenate this PM parameter to the

previous file where we have required parameters but here is

aproblem in this dataset, this dataset required data cleaning

as there are some unwanted character is present in this set
so we need to eliminate that part in the cleaning process.

def data_combine|year, csl:
for 3 in pd.read_csvl 'Oata/fea
@f = pd.DataFrame (datame)

mylist = df.values.tolist()
return mylist

Data/resl ' o« striyear) ¢ ‘o', chenksirescs):

i _nase_ =" mis "1
AT nat o5, patA.exists(“Data/Real -Data):
os. makedirs(“Tata/Mes l-Data”)
for year in range(2013, 2007):
firal _data = ||
with open('Oata/Mesi-tata/real " « striyear) 4
wr = cswv.writer{csvfile, dialect="excel’)
wrowriterswd
T 'TH', TR, CSLPY, WY, W, OTWT, WY, MRS
for month is rarge(1, 13):
tesg « met_gata{mosth, year)
il _gats = Tinal_data + tesp

w'y ‘W) oas csviile:

pu = getattrisys.sodeles| _name_ |, 'avg dats {}'.format{year)}{)
i1 lenipe) == 364:
pe.insert(3g4, '-')
for 1 1n resgellen(finsl_data)-1};
timl_datalil.insert(s, pm[s])
with open('Cata/Real-Data/real " + striyear) + '.cav', “a°) as csvfile:
wr = csv.writer{csvfile, dlalects'eacel')
for row 1» fimal_deta:
flag= 0
for clen 1o row!
Af elom ==
flag=1
if flag != 1p
wrowriterovl rovl

Y oor elem == %y

Here in this code, first we are converting HTML files to CSV
format and after that we are combining that file to PM file
which is already in CSV Format. By doing this we will get a
Single output file in CSV format to apply EDA process this
can be happened by importing Beautiful soup library from
Python in build library stack. It is very useful method to
manipulate html data. Here we are using convert html data
in to desire format. At the end of this process we are creating
anew CSV file named “Real_combine.CSV” which contain all

required parameters such as PM values, Temp, Storm and
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wind velocity for each of the day and we have already
removed all unwanted now we can easily apply all EDA
process on this file. Here is output of final CSV File named.
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7.8 127 44 10185 870 08 44|11 1821876
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134 27.0 0.2 10150 B87.0| 0.5 1.5 7.6 | 2006.825
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127 180 7.3 10212 /60| 18 6.1 ld,b‘ 108.0
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STEP3: Exploratory Data Analysis

Here we are in out EDA process. As of now we have Data to
analyze, first we need to find out the null value in the given
data. Since we have a large data set, we can’t do this by
searching manually so we have created a heat map which
shows the negative value in the given data set by applying
simple python programming module.

#4 Cheek far aul values

snn. heatzap(df.ianully),yticklsbelssralse,char-yalne,craps viridis")

<matplotlib.axes. subplots.AxesSubplot at 0x20446907dde>

By visualizing the heat-map we can clearly see that thereisa
null value in PM Column so now we need to eliminate that
null value, by using df.dropna() function we can do the same.
Now we have done the basic data engineering on dataset, all
null values have been eliminated so far and also we have
done all data cleaning part now we need to divide our data
into dependent and independent feature. After division of

data features, we have created pair plot on features so that
we can visualize the relation between dependent and
independent features.

We can also create a correlation graph between the feature,
by doing this we will get to know better relationship
between them because only then we can apply a suitable
machine learning algorithm.
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Here this table showing the positive and negative
relationship between dependent and independent feature of
the dataset basically correlation states how the features are
related to each other or the target variable in the given
dataset. Correlation can be positive which shows the
increase in one value of feature increases the value of the
target variable and can be negative which indicates an
increase in one principle of feature results to decreases the
value of the target variable. Heatmap makes it easy to
identify which features are most related to the target
variable, we will plot a heatmap of correlated features using
the seaborn library.

Feature Importance

Feature importance is very important in term of EDA
because in current data set we don’t have thousands of
feature but in real scenario it might be up to thousand so we
need to evaluate which features need to be analysis so we
have already create a correlation map from where we ca
easily extract the required one. We can get the importance of
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features by using “feature importance property”, it gives you
score for each feature, the higher the score will get more
importance but for that first we need to import the required
library.

from skleara.ensesble import ExtraTreeshegressor
ispoct matplotlid.pyplet as plt

sedzl = ExtraTressBagrassor|)

model. fit(X,y)

This feature is an in build function in Tree based regression,
here we are using the same technique which extract the top
10 features in the given data set.

¥.head()

T |TM |\Tm|SLP |H (W|V |WM

074 |98 (4.8|1017.6|93.0({0.5|4.3|9.4

=y

7.8 |12.7]4411018.5(87.0(0.6(4.4|11.1

6.7 |13.4]2.4|1019.4/82.0(06(4.8|11.1

8.6 |15.5(3.3|1018.7|72.0/0.8(8.1|20.6

sl | N

12.4|1209|4.4 |1017.3|61.0|1.3|8.7|22.2

So, here is a visitation graph which indicates the top
required features of the given data set, here we are taken
only 5 features as we need only them but in real world
problems we can extract as much we can depending upon
the dataset requirement.

Data Split

Basically, Machine learning algorithm works in two different
stages so we usually split the data to apply machine learning
algorithm. The whole data is divided in two different parts,
which is generally 80 and 20 percent.

P Dataset
~

D

Training Set Test Set

Same approach we are using here by diving out data in Test
and Train data set. Here is the python code which splits out
data into desire form.

fren sklears.mofel selection fmpxet train test glit

brain ¥ obam " = = Im bpeh 189 b 21 £1 ¢ chargadl
I train, ¥ test, y train, ¥ tast = train test litil, 7, test simes{.], ranges siates]

By using the train test split here we have split our data set
now our task is to do training our data set so that we can
achieve our desire output but to train our data set we need
to apply machine learning algorithm on our data sets so this
is our final and most important task to perform.

Layer (type) Oatput Shape Paranm ¢
dense 10 (Dense) {None, 128) 1152
dunse_11 |D-”n-o| (None, 256} 3]62i
arﬁse,ll (Denne) lﬂdhe, 56) 65792
dease 11 (Dense) (Sone, 256) 65792
danse 14 |Denae) (None, 1) 57

Total params: 166,017
Trainable params: 166,017
Non~trainable params: ©

4-Machine Learning Algorithm

» Random Forest:

Random forest or Random Decision forest is a procedure
that controlled by constructing multiple decision trees
during training phase. The Decision of most of the trees is
chosen by random forest as the final decision. They are
capable of both Classification and Regression tasks. As the
name suggest, this algorithm creates the forest with number
of decision trees. In general, the more trees in the forest, the
more robust the prediction and this high accuracy. To model
multiple decision trees to create the forest you are going to
use the same method of constructing the decision with the
information gain or Gini index approach amongst other
algorithms.

Reference value
4
Probability
density
WHY RANDOM FOREST?

It is always important to understand why we use this tool
mover the other on? What are the benefits here?

No overfitting: Overfitting means we have fit the data sx o
close in the data sample and then we pick up on all the
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weird parts and instead of predicting the overall data we
are predicting the weird stuff. Use of multiple trees reduce
the risk of over fitting. Here training time is less.

High accuracy: Runs efficiently on large database. For
large data, it predicts highly accurate predictions. In today’s
world of big data this is very important and this is probably
where it really shines. Therefore, Random Forest comes in.

Estimate missing data: In today’s world data is messy, so
we have Random forest it can maintain accuracy when a
large proportion is missing. What that means is when you
have data that comes in from five or six different areas. And
maybe they took one set of statistics in one area and they
took slightly different set of statistics in the other so they
have some of the same shared data but one is missing. Then
it will build trees and can do very good job of guessing which
one fits better even though its missing from the data.

So now we have applied random forest algorithm to our
given datasets to get the highest accuracy on given true
values. Now after applying the Random forest regressor to
the given data sets we need to evaluate the mean square
error mean Absolute error.

5 Mean Square/Absolute Error:

This is the very last part of any machine learning model to
calculate the square mean error or absolute error, by this we
can easily evaluate our working model. So, here is the value
of our model to proper evaluation on the given paraments.

Regression Evaluation Matrix:

Mean Absolute Error (MAE) is the mean of the absolute
value of the errors, it is easy to understand because its’s an
average error.

Mean Squared Error (MSE) is the mean of the squared
errors, itis more popular than MAE because MSE “punishes”
larger error which leads to be useful in this real world.

Root Mean Squared Error (RMSE) is the square root of the
mean of the squared errors, it is even more popular than
MSE because RMSE is interpretable in the "y" units.
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