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Abstract - Over the last decade heart disease is one of the 
main reasons for death in the world. The heart is the next 
major organ comparing to the brain which has more priority 
in the human body. It pumps the blood and supplies to the 
whole body. Nowadays, heart diseases are increasing day by 
day due to lifestyle, hereditary. In this paper, a new method is 
proposed that aims at finding significant features by applying 
machine learning techniques resulting in improving accuracy. 
In this, we use a logistic regression classification algorithm to 
classify the risk level. We consider a dataset with features like 
age, gender, blood pressure, etc. Using this database, we have 
to create a model which predicts the heart disease using 
logistic regression 
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1. INTRODUCTION 
 
Heart disease is one of the most significant causes of death in 
the world. Each one has different values for Blood pressure, 
cholesterol, and pulse rate. According to medically proven 
results, the normal values of Blood pressure are 120/90, 
cholesterol is and pulse rate is 72. Many research works 
have been done to predict the heart disease using data 
mining classification techniques such as KNN (K Nearest 
Neighbors), Decision tree Algorithm, Neural Network, etc., 
Heart rate data were collected through the internet and 
collected in server and it takes one year to get enough data 
to make predictions Prediction of heart disease is a challenge 
in the area of clinical data analysis. Machine learning (ML) is 
effective in assisting in making decisions and predictions 
from the large quantity of data produced by the healthcare 
industry. It is very difficult to identify heart disease because 
of several risk factors such as diabetes, high blood pressure, 
high cholesterol and many other factors. The nature of the 
cardiovascular disease is complex and hence, the disease 
must be handled carefully. Not doing so may affect the heart 
and in worst case premature death. 
Here we use a classification algorithm called Logistic 
regression. It is, used when the value of the target variable is 
categorical. It is most commonly used when the data in 
question has binary output, so when it belongs to one class 
or another, or is either a 0 or 1. By the idea of using a 
regression model to solve the classification problem, we 
rationally raise a question of whether we can draw a 

hypothesis function to fit the binary dataset. The answer is 
that you will have to use a type of function, different from 
linear functions, called a logistic function, or a sigmoid 
function. It also provides high accuracy. In this algorithm 
first, the data should be imported and then trained. By using 
equation the logistic regression algorithm is represented in 
the graphs showing the difference between the attributes. 
From the training data, we have to estimate the best and 
approximate coefficient and represent it.  
 

2. LITERATURE SURVEY 
 
The amount of cardiovascular disease can exceed the control 
line. Heart disease is complicated and every year lots of 
people are dying with this disease. To solve this problem our 
system will help to detect the heart disease more accurately. 
[2] Prediction of a person's heart disease one year ahead is 
performed by studying the model heart rate data in the 
survey. Data is taken by using tools which is a drawback 
because if the tools are not available then the data cannot be 
obtained. Predictive of future heart disease in one year can 
increase a person's awareness of heart disease itself. But has 
less accuracy. [3] With the rampant increase in heart stroke 
rates at juvenile ages. It is inappropriate for a person to 
frequently undergo costly tests like the ECG and thus there 
needs to be a system in place which is handy and at the same 
time reliable, in predicting the chances of heart disease. [11] 
It is observed that the best classification technique which 
can be used in our domain is none other than Back 
Propagation since it’s the only technique which is used for 
nonlinear relationships. But there is a drawback of being 
stuck in local minima. [12] Applying different classification 
algorithms, each with its own advantage on three separate 
databases of disease (Heart, Breast cancer, Diabetes) 
available in UCI repository for disease prediction. The 
feature selection for each dataset was accomplished by 
backward modeling using the p-value test. The results of the 
study strengthen the idea of the application of machine 
learning in early detection of diseases. 
 

3. PROPOSED SYSTEM 
 
The proposed system will fetch the data from the dataset 
which is classified based on patients having heart disease or 
not according to features in it. This proposed system can use 
the data to create a model which tries to predict if a patient 
has heart disease. In this system logistic regression is used as 

https://towardsdatascience.com/derivative-of-the-sigmoid-function-536880cf918e
https://towardsdatascience.com/derivative-of-the-sigmoid-function-536880cf918e
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a classifier. From the data we are having, it should be 
classified into different structured data based on the features 
of the patient’s heart. From the availability of the data, we 
have to create a model which predicts the patient disease 
using logistic regression algorithm. We have to import the 
datasets, Read the datasets, the data should contain different 
variables like age, gender, chest pain, blood pressure. The 
data should be explored so that the information is verified. 
We need to create a temporary variable and also build a 
model for logistic regression. From the training data, we 
have to estimate the best and approximate coefficient and 
represent it.  
 

 
Fig -1: system architecture 

 
The system is implemented using Python. In this system first, 
the dataset is collected. Here we are using a dataset which 
contains 13 attributes. For any given data set related to heart 
disease, different graphs will be plotted based on the 
attribute. 
 
 

 
Fig -2: heart disease dataset 

For instance, if a user needs a graph for the target attribute. 
The below-shown figure will be displayed. The system works 
as shown in the architecture (Fig 1). To begin with, heart 
disease patient’s data should be collected. In this, the dataset 
is consisting of 13 attributes. Pre-processing of data is 
carried out to delete the null values and rows. The dataset is 
classified based on patients having heart disease or not 

according to features in it. This system can use the data to 
create a model which tries to predict if a patient has heart 
disease. In this system, we use logistic regression as a 
classifier. From the data we are having, it should be classified 
into different structured data based on the features of the 
patient’s heart. From the availability of the data, we have to 
create a model which predicts the patient disease using 
logistic regression algorithm. We have to import the datasets 
and Read the datasets. The dataset contains different 
variables like age, gender, chest pain, blood pressure etc. a 
temporary variable and a model is created for logistic 
regression, SVM, kNN after creating the model should be 
trained. By using training data best and approximate 
coefficient is estimated and represented. Then all the 
modules are evaluated and the accuracy will be found. After 
that conclude by comparing the accuracy of the model with 
high performance and the graph is displayed. 
 
 Logistic regression is named for the function used at the 
core of the method, the logistic function. The logistic 
function, also called the sigmoid function was developed by 
statisticians to describe properties of population growth in 
ecology, rising quickly and maxing out at the carrying 
capacity of the environment 
 
 The objective of this project is to prevent the complexity 
that may occur in the future due to heart disease. The 
designed heart disease prediction system helps to check out 
whether a person is affected by heart disease or not. To 
reduce the risks of heart disease by predicting the disease at 
an early stage so that it can be cured. The main objective is to 
improve the performance accuracy of heart disease 
prediction. 
 

4. RESULT AND ANALYSIS 
 
The system will get the data from the patient’s dataset. 
Logistic regression will be used for classification finally the 
accuracy will be obtained. 
 

 
Fig -3: home page 

https://en.wikipedia.org/wiki/Logistic_function
https://en.wikipedia.org/wiki/Logistic_function
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The user can click the button on the home page for 
displaying the graph. For any given data set related to heart 
disease, different graphs will be plotted based on the 
attribute. 

 

Fig -4: Target attribute 
 

The accuracy score is compared and logistic regression has 
the highest accuracy. The user can also click the button click 
here to see the graph for the comparison of the accuracy 
score between the algorithms. Fig 4 shows the graph for 
comparing the accuracy score  

 

Fig -5: Graph for comparison of accuracy score 
 

After creating a logistic regression model, SVM model and 
KNN model it should be trained using the dataset. After that, 
by evaluating all the modules the accuracy can be found then 
Concluding by comparing the accuracy of the model with 
high performance 

5. CONCLUSION 
 
The number of Heart diseases can exceed the control line 
and reach to the maximum point. Heart disease is 
complicated and every year lots of people are dying with this 
disease. By using different systems we can still have some of 
the major drawbacks. That is these work mainly focus only 

on the application of classification techniques and 
algorithms for heart disease prediction, by all these studies 
of various data cleaning and mining techniques that prepare 
and build a dataset appropriate for these algorithms. So that 
we can use this Machine Learning techniques with logistic 
regression for predicting if the patient has heart disease or 
not. The future scope of the paper is the prediction of heart 
diseases by using advanced techniques and algorithms in 
less time complexity. 
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