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Abstract - Data center is a space which accommodates the 

different storage, telecommunication and computer systems. 

Data center has many redundant infrastructure for the power, 

data communication connections, and security devices. This 

results in the increase of operational expenditure and reduces 

the efficiency of the data centers. The main issues with the 

present data center management systems are that they don’t 

have, a data driven decision making systems, a smart data 

storage and data collectors, and have poor user experience. 

This project is trying to, build a smart data collector system, to 

enhance the present asset management system by automating 

it, to create a data lake to store all the different types of data 

to make it more efficient for faster access. Smart data 

collectors are developed using Nmap and Redfish. Automation 

of the asset management system is done using Django and 

MySQL. Data lake is created using Hadoop clusters, and the 

data is ingested to the data lake using Nifi. This system of 

smart data collectors, Asset management, and Data Lake, will 

improve the efficiency of the data center. 
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1. INTRODUCTION  
 

Wide ranges of methods can be employed to improve the 
efficiency of the data center, like, a standard for the data 
center like redfish [1], data analysis to understand the usage 
of the components, pipeline model to improve the data flow 
and different ways to ingest the data into the data lake in the 
data center, thus improving the efficiency of the data center 
[2-5], Data lake to store the data in an efficient manner using 
sql [6], and using the Hadoop technologies to create the data 
lake [7-9]. And also understanding the different issues 
regarding the data center and suitable technologies to solve 
those issues [10].  This paper focuses on development of a 
data center management system using the new technologies 
and automating certain aspects of the data center. 
Developing a smart data collection system, automated asset 
management system, building the data lake to store all the 
data about the data center and using these data for data 
analysis to improve the efficiency of the data center.  

2. SYSTEM DEVELOPMENT 
 
2.1 Methodology Adopted 

Existing tools for data collection, asset management, and 
Data Lake were studied for identifying improvements [11-
13]. A smart data collector is developed to collect all the 
possible data from the various components of the data center 
using red fish, which involves information about the chassis, 
managers, IP addresses, etc., and this obtained data in Java 
Script Object Notation format is given to the asset 
management system. Asset management system was created 
to account for all the components present in the data center, 
and a web application using Django for an easy access to all 
the information and maintenance of the devices was built. 
Data modelling system to process the output data from the 
data collectors and was stored in the data lake which was 
developed using a Hadoop based server. And the data 
ingestion to the data lake was done using NiFi.  

2.2 Experimental Details     

The block diagram, shown in the Fig -1, depicts the major 
components and sequence of work flow for the data center 
management system.  

 

 

 
 

Fig -1. Block Diagram of Data Center Management System 

      Data Center has various components like storage units, 
processors, routers, switches, and other networking 
components. First step is collecting all the possible data from 
the various components of the data center using red fish, 
which involves information about the chassis, managers, IP 
addresses, etc., this obtained data in Java Script Object 
Notation format is given to the asset management system. 
Asset management involves creating a data base to account 
for all the components present in the data center, and also 
building a web application using Django for an easy access to 
all the information and maintenance of the devices. Data 
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modelling involves processing the JSON data and storing it as 
a raw data in a repository and also making models of the data 
on the basis of use, storage, etc. and storing them in various 
other repositories in the data lake which is a Hadoop based 
server, using Nifi (a special software built for data ingestion). 

Nmap Redfish

 
Fig -2. Components of a data collection system 

Data collection system comprises of two main 
components, Nmap for network discovery and Redfish for the 
actual collection of the data as shown in the Fig -2. Nmap first 
pings all the IPs present in the data center and obtains the 
status of these devices. And it sends the list of all the IPs that 
are active to Redfish system for the collection of the required 
information about the devices. 

Fig -3. Shows the model of Asset Management System 
which has MySQL as the database and Django as the web 
application framework. MySQL is a relational databases, 
which has a lot of tables, to accommodate different types of 
devices that are present in the Data center. Django is used to 
represent all these data about the devices and to provide the 
users with different functionalities necessary to improve the 
ease of managing the Assets present in the data center. As 
shown in the model diagram below, all the different types of 
devices that are present are divided into two categories, 
storage devices and server devices, which is owned by a User. 
Django displays the devices that belongs to the user in an 
Account page and a User also has the option to assign these 
devices to the subordinates. This is how the asset 
management system works. There are many other 
functionalities that are present in the web application along 
with the view like, options to update information about the 
device and decommission the device from a user, and more. 
They are categorized into the tables related to the user, and 
the tables related to the device, and the tables related to the 
device pool. There are over 30 different types of devices that 
have over 25 attributes. Django does the integration between 
the web application development and translating these tables 
and manipulating these tables using python. A login page is 
developed where in the user can view his account, and the 
account page has the details of all the device that a use owns, 
and he can assign these devices to his subordinates, and 
when the work is completed, he can take away the device. 
This helps in keeping track of all the devices that are not 
being used at a point in time. If there is a central repository 
where the information about all these devices are stored, it 
will be easier to manage the devices. 

DEVICES

Account View ( User)

Users/Owner DB

Storage DB Servers DB

Owns

Login Page

Displays

Devices Details
Users ( Subordinates 

under the owner )

Assign

  Fig -3. Model of the Asset Management System 
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Fig -4. Components of the data lake 

Data Lake is the place where all the data about the data 
center is stored in the raw form. As shown in the Fig -4. Data 
Lake is made up of Nifi for data ingestion and Hadoop cluster 
for storage of the data. Several copies of the data is stored in 
the data lake, there is a central repository where are the 
structured and unstructured data collected using the Redfish 
is stored. And several other repositories where the copies of 
the same data is stored, but it will be grouped based on the 
types, etc., which enables for a faster access of the data in the 
common used cases. Data Lake is made up of Hadoop 
clusters, which stores all these data collected from all the 
active IP’s. Nifi is the software used to ingest the data into the 
data lake. Nifi also has some inbuilt features which can be 
used in the project. It has the option to filter different types of 
files, and more. This is also the part of data analytics. 

3. CONCLUSIONS 
 

Data center transformation using new digital technologies 
is essential so as to increase the efficiency of the data center 
and also to handle the increase in quantity of data, as the data 
center expands. To know which device is active in the data 
center is very important, as these devices consume a lot of 
power. So recognizing which device is active is very 
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important to reduce the power and to reduce expenditure on 
the power. Smart data collectors do this work of recognizing 
which device is active and collecting the data from them. 
Asset management system will have a database of all the 
devices present in the data center, automating it to 
continuously update without needing the manual work will 
reduce the time of data retrieval and also reduce the 
operational expenditure by removing the need for manual 
monitoring of the asset management system. Data Lake 
stores all the data about all the devices, and this data is used 
for data analytics to draw inference about the condition of the 
data center.  

Asset Management system is automated using Django and 
MySQL data base. Django is a python web application 
framework, using the many tools present in the python, and 
by linking it to the MySQL database where all the asset data is 
stored, automation is done. Data lake is created using Hadoop 
clusters which stores the data in the formation of Hadoop File 
System, which can store all forms of data and will reduce the 
time of retrieval, as it has an efficient way to store the data. 
Nifi is a data ingestion tool used for ingesting data into the 
data lake. Smart data collectors are developed using the 
Nmap( a network discovery device) and Redfish( a tool for 
collecting the data from the devices present in the data 
center), and this data is fed into the Asset management 
system and the Data lake. The smart data collection system, 
Asset Management system and the Data Lake reduced the 
time for data retrieval by almost 50%. 
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