Person Classification based on Spatio-Temporal Features from Kinect Skeletal Structure using Machine Learning Techniques.
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Abstract - There has been a recent demand for person classification based on their behavioral pattern. This is used for many security and analysis purposes. Gait recognition is one of the most intriguing and systematic studies of human and animal locomotion. The kinect skeletal structure or human pose key points helps in the formation of external skeletal structure. The features are then analyzed using machine learning technique to classify them based on the pose and behavioral pattern. Considering an environment, the behavior or activity of a person can be classified as suspicious or normal. Thus the model will classify activities or actions performed by a person or a group as suspicious and normal activities considering an environment.
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1. INTRODUCTION

The human identification and classification area has consequently gained popularity worldwide in recent times. To identify a person standard biometric identification and recognition has been used commonly. Fingerprints, facial patterns, iris scans are common biometric standards. Systems which facilitate automatic identification and recognition of subjects are gaining increasing popularity. Such systems play a vital role in the field of surveillance and human identification.

Gait analysis refers to the scientific study of body movements that are responsible for locomotion in human beings. Gait parameters are known to be reliable indicators of neuromuscular and skeletal health [1]. Gait features focuses on limb movements during a walk and hence the characteristics of non-contact, long distance, cross-view recognition and hard to disguise, all these gaps are filled and has gained immense popularity in long distance identification in the public security industry.

The spatio-temporal feature descriptors involve distance (spatial) and time (temporal) such as the walking speed, gait cycle etc. In order to find changing motions of human actions, spatio features such as height, length of body arms and legs need to be considered. Gait features of a human walking sequence are represented in the form of a vector.

1.1 Fundamentals

Until recent years there was only little research in the field of pose estimation, which was mainly due to lack of effective datasets. Some challenging datasets have been released in recent years which have now made a far better progress in the research of pose estimation. The Gait based classification system uses one of the important techniques in pose estimation that is detecting key points hence pose estimation is also referred to as key point’s detection. Key points are nothing but the major parts or joints of the body (eg. shoulder, knee, ankle etc.)

1.2 Objective

The main objective of person classification based on spatio-temporal features is to classify an individual based on the actions and thereby minimizing the cooperation required in order to identify a person such as in biometrics. And to analyze various gait features and study their use in pose estimation and classification based on pose and actions.

2. RELATED WORKS

There has been a lot of research going on the gait analysis as it has now become very popular of motion and walking pattern analysis, biometric recognition and in other applications. In the field of action recognition there exist many works which include methods such as using model based approach suggested in [2] and the use...
of deep learning neural networks for accurate and better Kinect based gait recognition [3]. AlphaPose, OpenPose are two open sources pose estimators which are based on COCO and MPII dataset and also possess a good mean Average Precision rate on both the datasets.

2.1 Human Activity recognition (HAR)

Cho Nilar Phyo et al. [4] proposed the method of using Deep learning and Machine Learning models for Human Activity Recognition through motions of skeletal joints. They have considered the development of a productive information based HAR. With the help of experimental results conducted on two famous public datasets of human daily activities, the proposed system is known to outperform other state-of-the-art methods on both datasets.

2.2 Pose Estimation

Pose estimation is the technique of identifying human figures from images and videos. It uses the technique of estimating key body points also known as localization of the human joint. Various researches have been made on pose estimation to view the human gait pose from various videos and images. M Andriluka et al. in [14] developed a new benchmark for human 2D pose estimation. Similarly, Zhe Cao Tomas et al. in [15] suggested a real time multi person pose estimation using affinity fields.

2.3 OpenPose based multi-person gait recognition

OpenPose is a multi-person keypoint detection library which is used to get the gait features of a human. The complexity of human anatomy which provides 255 degrees of freedom with 230 joints makes the pose estimation a really difficult problem of research. A Viswakumar et al. in [7], proposed a cost effective, marker less approach to human gait analysis. They proposed the use of 2D Pose estimation to find knee flexion.

3. EXISTING WORK

There has been a lot of research going on gait analysis as it has now become very popular for motion and walking pattern analysis, biometric recognition and in other applications. In the field of action recognition there exist many works which include methods such as Cluster segmentation approach [9] for human detection and tracking in which the feature extraction is done using HOG (Histogram of Gradient) and SVM for classification. Various other methods were also discussed in [10] [11] where neural networks are used to recognize and classify pose and actions.

4. METHODLOGY

The Gait based classification system detects the human pose using OpenPose. The detected point’s also known as key points are the joints detected on a human body.

![Fig -1: Human Pose Key Points](image)

Fig -1 represents the key points in a human pose which are labeled by numbers. It is not always that all the key points mentioned are present in a human pose. If we consider a video of a person dancing, the key points detected will vary in every frame due to the constant movement of the body and hence only some joints will be detected.

4.1 Proposed System

The model takes a video of a person doing some activity as an input and the key body points are extracted which will be helpful in identification of a person’s pose from the given input video. The human joints are trained using a neural network, which is then used to classify the action based on the trained features. The classification done is based on the action performed by the person and
whether the action is normal considering the environment in which the action is performed. For example if we consider a scenario in which a person is trying to destroy an ATM machine. In that scenario the action is considered to be suspicious.

The system is designed in such a way that we have considered a scenario of an ATM environment. We have considered some actions that a person normally performs in an ATM. The system will be classifying only those actions as normal or suspicious. Actions such as fighting or destroying the machine will be considered suspicious by the model whereas standing, walking will be normal actions.

4.2 OpenPose Architecture

The approach employed for recognition of pose of a person is by using the VGG net which is a multi-layered convolutional neural network of OpenPose. The model takes input as a video and produces 2D key points for each person in the frame. VGG net uses the first 10 layers in order to create feature maps for the given input. A CNN (multi stage two branched) is used to predict the confidence map for different body points and to encode the degree of association between different parts. The confidence and associated key points are then parsed together to form a 2D Key Points for all the people in the input.

As mentioned earlier, the OpenPose estimator which is a multi-person pose estimator has two models trained on two challenging datasets namely - COCO dataset and the MPII dataset. The COCO model consists of 18 key points and the MPII model consists of 15 key points. The top layer of VGG net creates a set of feature confidence maps $C$, which can be mathematically written as,

$$C = \{C_1, C_2, C_3, \ldots, C_j\}$$

Where,

$$C_j \in \mathbb{R}^{w \times h}$$

$$j \in \{1 \ldots j\}$$

...(1)

Fig -2 represents the confident map corresponding to the key point “nose”. Similarly confidence maps of other key points can also be generated. Using those confident maps, the key point can be parsed to obtain 2D key points of the person.

Table -1: Confidence Map Representation

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0.9</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

In table 3.1 the cell with score 0.9 represents the confident map score for key point nose in the input.

The multistage CNN which is the bottom layer in the VGG network produces a set of key point affinity maps based on the confident maps generated in above layers. The part affinity maps $P$ can be mathematically represented as follows,

$$P = \{P_1, P_2, \ldots, P_l\}$$

Where,

$$P_l \in \mathbb{R}^{w \times h \times 2}$$

$$l \in \{1,2,\ldots,l\}$$

...(2)

Here we can consider limbs as body part pairs, and totally depends on the dataset which OpenPose is trained with. For COCO, the body pairs can be considered as $(1,2), (1,3), (2,3)$ etc. Here the set $P$, has each element of size $w \times h$, where each cell is a 2D vector representing the direction of the key point pairs.
The input is first analyzed by a pre-trained CNN such as the first 10 layers of VGG network to produce feature maps \( F \).

**Stage 1:** The network produces a set of confidence maps \( C \), and a set of part affinity fields \( P \). Symbol \( \rho \) is a function variable of the CNN with input \( F \) to produce confident maps \( C \). Similarly symbol \( \phi \) is a function variable of CNN with input \( F \) to produce part affinity fields \( P \). Annotation “1” at the top represents the stage 1 of the CNN.

\[
C^1 = \rho^1 (F) \quad \text{...(3)}
\]
\[
P^1 = \phi^1 (F) \quad \text{...(4)}
\]

**Stage n:** The predictions from both branches in the previous stage, along with the original image features \( F \), are concatenated and used to produce more refined predictions.

### 4.3 Algorithm

The algorithm workflow is as follows:

2. Track each person, using Euclidean distance between the joints of two skeletons.
3. Extract features of body, and normalized joint positions.

The input to the system is a video stream, either coming from a camera or a video file. Then the OpenPose algorithm [12] is adopted to detect human skeletons from the input. The main aim of OpenPose is using Convolutional Neural Network to produce two heatmaps, one for predicting joint positions (confident maps), and the other for associating the joints into human skeletons (pose affinity field maps). In short, the input to OpenPose is an image, and the output is the skeletons of all the humans this algorithm detects.

#### 4.4 Detecting Human Skeletal Data

The OpenPose algorithm [12] is adopted to detect human skeletons from the input. The main aim of OpenPose is using Convolutional Neural Network to produce two heatmaps, one for predicting joint positions (confident maps), and the other for associating the joints into human skeletons (pose affinity field maps). In short, the input to OpenPose is an image, and the output is the skeletons of all the humans this algorithm detects.

As mentioned earlier OpenPose estimator [12] has a CNN (multi stage two branched) is used to predict the confidence map for different body points and to encode the degree of association between different parts. The confidence and associated key points are then parsed together to form a 2D Key Points for all the people in the input.

Each skeleton has 18 joints, including head, neck, arms and legs, and its key points as shown in Fig. 4. Each joint position is represented in the image coordinate with coordinate values of \( x \) and \( y \), so there are a total of 36 values of each skeleton.
5. CLASSIFICATION

The total training data is split into two sets: 75% for training, and 25% for testing. The implementation of these methods is from the Python library "sklearn" and "keras-tensorflow. We have used tuned parameters of the classifier in order to get the better.

5.1 Datasets

We have used the COCO dataset, which is large-scale object detection, segmentation, and captioning dataset. COCO has several features [13]. The other important dataset to be mentioned is the MPII Human Pose dataset is a state of the art benchmark for evaluation of articulated human pose estimation [14]. Table 2 represents the information regarding datasets for human pose estimation.

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Classes/Categories</th>
<th>Items</th>
<th>Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>2. MPII Dataset[14]</td>
<td>400+ Human Activities</td>
<td>25K Images + Labeled images with 40K+ People with annotated body joints</td>
<td></td>
</tr>
</tbody>
</table>

5.2 Performance analysis

A classification model is trained using CNN with classes such as Fighting, Destroying, and Walking etc.

Main focus is given on activities related to an environment such as an ATM wherein activities such as destroying or fighting can be considered as suspicious. The model has been trained with images of the above mentioned activities with over 350+ images of various activities.

Video classification is actually more than just simple image classification —with video we can typically make the assumption that subsequent frames in a video are correlated with respect to their contents.

Using videos an action can be classified as follows:
1. Go through every frame from the input video file...
2. For every frame, pass the frame through the neural network.
3. Consider each frame individually and independently of each other for classification.
4. Choose the label with the largest probability.
5. Label the frame and save the output frame.

Accuracy of the model is determined by the ratio of the number of frames correctly recognized to the total number of frames of the input. The training loss and accuracy on the trained dataset is shown in the Fig - 5. In which the graph shows the model has obtained accuracy close to 97% when trained on above mentioned dataset images of 3 activities - Destroying, Fighting, and Walking.
6. RESULT AND OUTPUT

A GUI is built which has options to open a video input, get the pose from the input and classify the input. Moreover, the confidence map and key points can also be viewed. The result from the classification model is the activity recognition i.e. action performed by the person and further the action is classified as suspicious or not based on the environment in which the person is performing that particular action.

The GUI has several other options such as view confident map (show Cmap) and to view key points (show Key points) and to view only pose.

7. Software and hardware requirements

7.1 Software requirements

Python version 3 or more with the following specifications and packages:

Tensorflow-gpu version 1.13 or more, sklearn, OpenCv 3.4 to work with video and image inputs and output, Keras, Tkinter for GUI development, numpy, pandas etc. for computational purposes

7.2 Hardware requirements

Operating system: Windows 10 / Linux / Mac

Processor: Pentium i5 and above or NVIDIA Graphic Support (for tensorflow support)

RAM: 8GB

GPU support is recommended.

8. CONCLUSION

The study of gait analysis and its applications is presented in this report. Many different aspects of gait analysis and human action recognition were studied and implemented using various techniques and data available. The pose estimation was based on the OpenPose multi-person system [12] on the COCO dataset [13]. The classification model was developed by training images having people performed various activities considering a particular environment. The recognition accuracy was up to 97% on the training set composed of more than 1000 samples. The developed model achieved stable and good recognition performance on several video inputs which were tested.
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