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Abstract - In large campuses with various courses, it is 
often seen that attendance of students is a major concern. 
Universities spend a lot on the infrastructure like classrooms, 
labs and halls so as to accommodate all the students based on 
the enrollment numbers but more than half of the space 
remains unused, this is because the actual attendance is way 
less than enrollment. This is due to many reasons like these 
days online content is available so students don’t feel the need 
to attend. This system aims to achieve an optimal room 
occupancy by allocating classes based on the actual 
attendance of the students. This will solve the problem since 
time-table and allocation can be well planned if count of 
actual students who will attend the class will be known in 
advance. The model is trained to predict attendance by using 
random forest algorithm. It learns the pattern of student 
attendance from historic data & then based on the learning it 
will predict how many students will attend a lecture at time 
abc of subject xyz on last day of the week and so on. Regressor 
will be used as output is of continuous type i.e. numerical value 
and not binary outcomes. Predictor variables are year, 
semester, week, day, date, time_of_day, start_time, end_time, 
room_name, class_type, faculty, joint, school, status, degree, 
enrollment, class_duration and output is attendance. 
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1. INTRODUCTION  
 
Campuses have various courses and attendance of students 
is a major concern especially in large campuses. They spend 
a lot on the infrastructure but most classroom spaces remain 
under-utilized. Students enroll in huge numbers but when 
semester begins students actual attendance is very less. So, 
this algorithm learns pattern from historic data and tries to 
predict the attendance of students given a particular day of 
week, subject etc. This prediction will help to know the 
attendance of students beforehand which will make planning 
of time-table and allocating classrooms based on that 
attendance and campus infrastructure cost can be optimized. 

In this paper we have considered University of New South 
Wales Smart Campus data from smartcampus.unsw.edu.au 
website [3]. The model is trained using this dataset by 
splitting the data into training and testing. The algorithm 
applied is random forest regressor. This is the first module 
which is data pre-processing, cleaning and training the 
model to give accurate predictions. Random forests are also 
called as decision forests as they are built from them. There 
are different types of learning algorithms supervised, 

unsupervised and reinforcement. Random forest falls under 
supervised type of learning. 

Random Forest is the most accurate in predicting the 
attendance. Some predictor variables do not contribute 
much to the attendance output and this can lead to 
overfitting, one way to avoid this is choosing random forest 
as the technique. The fitted random forest regressor model 
can be used to predict the future attendance. This model 
gives very accurate results. 

2. LITERATURE SURVEY 
 
We have referred “Experiences with IoT (Internet of Things) 
and AI (Artificial Intelligence) in a smart campus” as base 
paper [5] in which they have implemented a system for 
dynamic allocation of classes. In the first module sensor-
based techniques for gathering the actual count of students in 
class are compared. Beam counters, wi-fi, thermal sensors, 
cameras are used. In the second module algorithms for 
training model to predict future attendance are compared. 
Multiple regression, support vector machines and random 
forest were used. We have chosen random forest as it 
produced the most accurate result. It has the least RMSE 
(Root Mean Square Error) value. Many factors were 
considered as input to the model like subject name, 
undergraduate or post graduate course, time of the lecture, 
day of the week, duration of the lecture, faculty, type of 
lecture i.e. theory or practical, etc. The output is the count of 
students who will be attending the lecture. 
 

3. RANDOM FOREST REGRESSION 
 
Regression is used to understand the relationship between 
one or more input variables and an output variable. We want 
to understand the impact of inputs like time of the lecture, 
day of the week, type of lecture whether theory or practical 
on the output that is whether the student will be attending 
the lecture or not. Since the output of our model is a 
continuous variable we have used regression and not 
classification. 
 
Random forest is built by taking random samples from 
dataset and building decision trees and then merging these 
decision trees into a forest. The goal is to achieve better 
accuracy as the model does not rely on a single decision tree 
but multiple ones. 
 
Random forest is a bagging technique since while building 
the trees they are built independently as they run in parallel. 
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 Feature Importance: It is very easy to measure the 
relative importance of each feature on the prediction. 
Feature importance is needed to reduce overfitting as 
by seeing the importance of features we can decide 
whether that feature contributes or not to the output 
and if it contributes but it hast very less percentage of 
impact on the output then it can be discarded. 

 Gini Index: Is the measure of impurity. The attribute 
with least impurity is selected as best attribute. 

 Entropy: is the degree of randomness or impurity in 
the dataset. It should be low. 

 Information gain: is the entropy of the parent node- the 
entropy of all child node. It should be high. 
 

These methods are calculated to decide the node to be used 
for splitting. 
 
Algorithm of the Random Forest: 
 
 First, randomly select few samples from the training 

set. 
 Next, construct decision tree for every sample. Each 

decision tree will predict a certain result. 
 In the next step, voting will be performed for every 

predicted result. 
 At last, select the result which gets the maximum 

number of votes and assign this result as the final 
predicted output 

 
Advantages of Random Forest: 
 
 Random forest produces very accurate results since it 

takes the results from various multiple decision trees. 
 The algorithm can be used for both classification and 

regression problems. That means whether the output is 
binary yes-no or 0/1 or the output is continuous i.e., 
numerical type we can classifier or regressor 
repectively. 

 Random forests can handle missing values. There are 
two ways to handle these: using median values to 
replace continuous variables or computing the 
proximity weighted average of the missing value. 

 It also helps for feature selection, hence reducing 
overfitting. 

 
Limitations of Random Forest: 
    The main drawback is that the greater the number of 
decision trees used to build the forest, more processing time 
is consumed. So where run-time is given more preference 
over accuracy Random Forest is not used. It is not time-
efficient algorithm.  
 
Accuracy: 
    Comparing the result from a particular row of inputs of the 
dataset with the result we obtained by the model after 
training is quite high as the predicted attendance is 135 and 
the actual attendance is 133 which is quite close. 
 

 
Fig -1: Output 

 

 
Fig -2: Dataset Entry 

 
In train.csv the last record has attendance as 133 and model 
predicted it as 135 so accuracy is high. 

 
Steps: 
1. Import pandas and other libraries in python and load 

the dataset into a dataframe 
2. Clean the dataset by using LabelEncoder and normalize 

the attributes. 
3. Split the dataset into training and testing set by choosing 

an appropriate split ratio 
4. Create random forest regressor model using Sklearn 

packages and fit the training data by specifying number 
of decision trees i.e. n_estimators 

5. Visualizing the Random Forest Regression results 
 
Output values are numerical. Attendance is the predicted 
result. It is also assumed that the training data is 
independently selected from the original dataset.  
 
Evaluation metrics for regressor models: 
 
Root Mean Square Error:  The accuracy of regressor model is 
measured by its RMSE value. This is the average of the 
difference between the actual output and the output 
predicted by the model RMSE is square root (mean squared 
error)/100 RMSE=sqrt(mean((observed-
predicted)^2)/number of cases). The lower the Root Mean 
Square Error, the more accurate the model. 
 
Mean Squared Error (MSE): MSE is the average of squares of 
the “errors”. 
Mean Absolute Error (MAE): MAE is the difference between 
two variables which are of continuous type. 
Error is the difference in predicted value and the actual 
output. 
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Visualization: A heat map represents the correlation 
between predictor variables and any similarity between 
represented using different colors. 
 

 
Chart -1: On x-axis the input features or predictor 

variables have been plotted and on y-axis the similarity 
between them has been represented. 

 

 
Chart -2: Bar plot shows the variation of attendance in the 

dataset. 
 

Output: 
 

 
Fig -3: Code 

 
We get an RMSE of 0.12 and the models in the base paper 
have RMSE in range of 0.12 to 0.16. 
 

Below is a table representing the dataset: 

Table -1: Sample Table format 
 

4. CONCLUSION 
 
In this paper we consider “University of New South Wales 
Smart Campus data” from smartcampus.unsw.edu.au 
website and applied random forest algorithm with help of 
Sklearn using python programming language and achieved 
an RMSE of 0.12, giving better results than other techniques 
like multiple linear regression, support vector machines, 
which produced an RMSE above 0.16. Hence, proving that 
random forest gives the best results. Further we can apply 
this random forest algorithm for other data sets as well and 
also we can take variety of other inputs affecting attendance 
of students like location of students whether they are 
hostelites or localites, even events and weather conditions 
like rainy season can be taken into consideration. 
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