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Abstract - Diabetes is a chronic disease, with numerous cases enrolled annually. The number of deaths caused by diabetes has been expanding each year, and it is crucial to anticipate the factor so that they can be relieved at the soonest guaranteeing the patient's life is saved. This prediction is effectively acquired by utilizing Naïve Bayes Classifier. This algorithm classifies, based on the indications of whether an individual has diabetes or not. This model achieved an accuracy of around 81%. The proposed system also supports live streaming of data input, where the results are obtained in real-time for the entered patient.
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1. INTRODUCTION

Diabetes is a widespread disease in the world. However, individuals may never realize how they contract the disease, what is going to happen to them, and what are the symptoms of the disease. Diabetes is a metabolic disorder which is distinguished by the high glucose level. Increase in blood glucose level harms the vital organs just as well as other organs of the human's body, causing other potential health ailments.

In 2017, 425 million individuals had diabetes around the world, up from an estimated 382 million individuals in 2013 and 108 million in 1980. Accounting for the shifting age structure of the worldwide population, the predominance of diabetes is 8.8% among adults, almost twice the pace of 4.7% in 1980. The WHO accounts that diabetes brought about 1.5 million deaths in 2012, making it the eighth leading reason for death. The worldwide number of diabetes cases may increase by 48% between 2017 and 2045.

Machine learning is a quickly developing trend in the health care industry, on account of the adoption of wearable gadgets and sensors that can utilize data to evaluate a patient’s wellbeing in real-time. The technology can likewise enable clinical specialists to analyse data to recognize patterns or warnings that may prompt improved conclusions and treatment.

In machine learning, classification comes under supervised learning approach in which the model classifies a new observation dependent on training data set collection of instances whose classification is known. Naïve Bayes Classifier is a classification technique based on Bayes’ Theorem with a presumption of freedom among indicators. Naïve Bayes model is easy to construct and especially valuable for exceptionally large data sets. The paper focuses on the prediction of critical disease diabetes using Naïve Bayes Classifier.

The remainder of the paper is organized as follows: Section 2 is a Literature Survey describing the already existing work. Section 3 is about Methodology which highlights the dataset being worked on and the proposed methodology. Section 4 describes the Experimental Results that are obtained after building classifiers. Section 5 is about Results and Discussions which discusses the performance evaluation of all classifiers. Section 6 is about the Conclusion which concludes the overall results.

2. LITERATURE SURVEY

This section reviews the existing recent literature work and provides insights in understanding the challenges and tries to find the gaps in existing approaches.

The focus of the literature survey here is on the use of Machine Learning algorithms and Real-Time Big Data Analytics in the healthcare domain. The paper enumerates the primary areas where Big-Data has been applied thus far and points out areas within healthcare analytics, where an equivalent level of success are often gained through the adoption of this technology [1]. In this paper, data mining classification strategies, such as RIPPER classifier, Decision Tree, Artificial neural networks, and Support Vector Machine, are utilized on the cardiovascular malady. Performance is compared through sensitivity, specificity, accuracy, error rate, True Positive Rate and False Positive Rate [2]. This paper outlines and looks at different methods that are implemented for the classification of a medical diabetes diagnosis on different datasets. These techniques are examined and looked at based on their advantages, issues, classification accuracy [3]. This paper proposed Fuzzy Min-Max neural network, Regression Tree and Random Forest (FMM-CARTRF) combined hybrid classification method that achieved an accuracy of 78.39% for PIDD [4]. The study shows three machine learning classification algorithms SVM, Naïve Bayes and Decision Tree, which are utilized to recognize diabetes at an early stage [5].
Harry Zhang proposed a novel clarification on the classification performance of Naïve Bayes. It explains the dependence distribution of all nodes in a class. Therefore, Naïve Bayes is optimal regardless of the dependencies among the attributes [6]. In this paper, the performance assessment has been highlighted. The algorithm performance is measured on its ability to correctly classify instances of data using Naïve Bayes and J48 classification algorithm [7]. In this system, we propose the utilization of algorithms like Bayesian and KNN to apply on diabetes patient’s database and investigate them by taking various traits of diabetes for forecasting of the disease [8]. The paper breaks down the effect of the entropy on the classification error, showing that low-entropy feature distributions yield excellent performance of Naïve Bayes [9]. In this paper, we review some variations of Naïve Bayes classifier and its use in information retrieval [10].

The objective of this paper is to study the previous work done in the field of diabetes mellitus assessment and to examine them thoroughly and make conclusions which will provide the directions for future research in this sphere [15]. The inspiration for driving the examination was to look at the performance of the two algorithms and help health workers in better decision making. The level of accuracy, precision, sensitivity and specificity of the two algorithms will be the focus of this research [16]. The purpose of this paper was to study the Obesity and Body Mass Index (BMI) as a risk factor for American and Japanese population. The risk and consequences that obesity and BMI can have on the human being were mentioned in [17].

This paper centres around breaking down the performance of producer and consumer in Apache Kafka processing. The performance assessment of Kafka and its effect on the messaging system in real-time big data pipeline architecture [18]. The study of Apache Kafka in Big Data Stream Processing is covered [19]. In this study, the system provides real-time disease diagnosis from ECG data using Logistic Regression. The findings obtained show the architecture, built with Apache Kafka and Apache Spark, design option in real-time processing of ECG data [20].

3. METHODOLOGY

This section includes the methodology describing the approach used to research in order to perform analysis.

A. Apache Spark

Apache Spark is an analytic engine with in-memory and rapid processing for big data and machine learning. Apache spark engine assists in creating well-crafted and expressive APIs to permit data workers for effective execution of streaming, machine learning or SQL workloads that require quick repetitive access to datasets.

Apache Spark serves the purpose of model development. In our case, we have developed a Multinomial Naïve Bayes Classifier model using Apache Spark. The model processes the data, and the output is evaluated based on various measure conclude the performance of different types of Naïve Bayes classifier. It fulfils our purpose of distributed parallel computing.

B. Apache Kafka

Apache Kafka is a free public data stream handling software. It expects to offer high throughput, low latency and a platform for dealing with continuous real-time data records.

Apache Kafka is used for collecting input data from producers like clinics, laboratories, hospitals, survey records and other sources which are stored and then used as a dataset for the model. It also serves the purpose of sharing the data to the consumers who are research organizations or any entity who would like to access these records at a given offset timeline of up to past seven days.

C. Diabetes Dataset

Here is the description of the dataset that has used as an input to classifiers implemented using various algorithms. The name of the dataset is Annual Health Survey: Clinical, Anthropometric and Biochemical (CAB) Survey Database contributed by Ministry of Health and Family Welfare and Department of Health and Family Welfare available on data.gov.in [21] which is an Open Government Data Platform India.

The total number of records is 121901. The total number of attributes are 14, including the target class attribute. The name of two target classes is Diabetic and Not Diabetic. The number of instances for Diabetic is 43049, and the number of instances from Nothing is 78852. We have derived the BMI attribute using height and weight attribute. Apache Spark and Scikit-learn library are used for generating model. Apache Kafka handles the live streaming of data.

<table>
<thead>
<tr>
<th>Sr. No</th>
<th>Attribute Used</th>
<th>Attribute Type</th>
<th>Attribute Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Sex</td>
<td>Numeric</td>
<td>0 for Male, 1 for Female</td>
</tr>
<tr>
<td>2</td>
<td>Age</td>
<td>Numeric</td>
<td>Age in years</td>
</tr>
</tbody>
</table>
Weight | Length, height | Haemoglobin Level (g/dL) | Pressure in the arteries during contraction of heart (mm Hg) | Pressure in the arteries during contraction of heart (mm Hg) | Pressure in the arteries when heart rests between beats (mm Hg) | Pressure in the arteries when heart rests between beats (mm Hg) | Number of beats per minute | Number of beats per minute | Sugar is in a blood sample after an overnight fast (mg/dL) | Body Mass Index is a measure of body fat | 0 for not Diabetic | 1 for Diabetic

D. Flowchart of Proposed Methodology

Here is a brief description of the flow of the proposed methodology.

The Proposed Classifier model considers input from several data sources. The input dataset is processed using two variations of machine learning algorithms of Naïve Bayes namely, Multinomial and Gaussian Naïve Bayes and for each algorithm respective classifier model is trained and tested, and the result is gathered. Based on the experimental results, the best performing algorithm can be determined, which will help in the accurate prediction of the disease.

The following figure Fig 1. depicts the approach that is applied to perform the comparative analysis in order to recommend the best algorithm for building a classification model in order to predict the diabetes disease.

The following describes the steps involved in the procedure of the Fig 1. Proposed Classifier Methodology

Stepwise Procedure of Proposed Methodology

- **Step 1**: Accumulation of data from various data sources
- **Step 2**: Preprocess the input data and store it.
- **Step 3**: Perform percentage split of 75% to divide dataset as a Training set and Test set
- **Step 4**: Use the training data set to train the machine algorithm i.e., Multinomial Naïve Bayes and Gaussian Naïve Bayes
- **Step 5**: Test each Naïve Bayes Classifier model for the mentioned based on the test data set
- **Step 6**: Evaluate the performance result obtained for each classifier
- **Step 7**: After analyzing, use the model for diabetes prediction

The proposed Gaussian Naïve Bayes Classifier is built using Scikit-learn library for Python programming language, and Multinomial Naïve Bayes classifier model is built in Apache Spark and the real time data streaming is handled by Apache Kafka. On successful execution of each step, we can evaluate the experimental results.

4. EXPERIMENTAL RESULTS

This section describes the experimental results obtained after training Multinomial and Gaussian Naïve Bayes Classifiers on the diabetes patient dataset. The purpose of these experimental results is for performance evaluation.
of two classifier and to recommend the best algorithm suited for prediction.

**A. Confusion Matrix**

In machine learning, a Confusion Matrix is used to analyse the performance of the classification algorithm. The Confusion matrix is a tabular structure where the rows represent Actual class and columns represents Predicted class.

<table>
<thead>
<tr>
<th>CONFUSION MATRIX STRUCTURE</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Total No. of Instances</strong></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Actual Class</td>
</tr>
<tr>
<td>No (0)</td>
</tr>
<tr>
<td>Yes (1)</td>
</tr>
</tbody>
</table>

**Fig-2:** Confusion Matrix Structure

Specific terminology as that appears in the general Confusion Matrix Structure are described below. These terminologies will be further used for Performance Evaluation of each classifier.

- **Actual Class:** Class label representing the Actual class before building the classifier
- **Predicted Class:** Class label representing the Predicted Class after building the classifier
  - **True Positive:** No. of occurrences anticipated positive and are actually positive
  - **False Positive:** No. of occurrences anticipated negative and are actually negative
  - **True Negative:** No. of occurrences anticipated positive but are actually negative
  - **False Negative:** No. of occurrences anticipated negative but are actually positive

Multinomial Naïve Bayes and Gaussian Naïve Bayes algorithm are implemented, and their confusion matrix generated, are shown below:

<table>
<thead>
<tr>
<th>MULTINOMIAL CONFUSION MATRIX</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Total No. of Instances</strong></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Actual Class</td>
</tr>
<tr>
<td>No (0)</td>
</tr>
<tr>
<td>Yes (1)</td>
</tr>
</tbody>
</table>

**Fig-3:** Multinomial Confusion Matrix

As per Fig.3. According to Multinomial Naïve Bayes Confusion Matrix the values of True Negative=17642, False Negative=2101, False Positive=4214, True Positive=6518

<table>
<thead>
<tr>
<th>GAUSSIAN CONFUSION MATRIX</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Total No. of Instances</strong></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Actual Class</td>
</tr>
<tr>
<td>No (0)</td>
</tr>
<tr>
<td>Yes (1)</td>
</tr>
</tbody>
</table>

**Fig-4:** Gaussian Confusion Matrix

As per Fig.4. According to Gaussian Naïve Bayes Confusion Matrix the values of True Negative=18102, False Negative=1641, False Positive=4192, True Positive=6540

**B. Classification Accuracy**

The classification accuracy is one of the performance evaluation measures. Accuracy represents how well the classifier performs prediction of the instances based on the training data.

- **Accuracy:** It is the ratio of the no. of true predicted instance both positive and negative to the total no. of instances.

\[
Accuracy = \frac{True\ Positive + True\ Negative}{Total\ Number\ of\ Instances}
\]

The following table, Table 2 represents the experimental classification accuracy results of Multinomial Naïve Bayes and Gaussian Naïve Bayes Classifier. The table displays the Accuracy value of each algorithm.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Accuracy Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multinomial Naïve Bayes</td>
<td>0.793</td>
</tr>
<tr>
<td>Gaussian Naïve Bayes</td>
<td>0.808</td>
</tr>
</tbody>
</table>

**C. Accuracy Measure**

Values Following are the Classifier Accuracy Measure Values description:

- **TP-Rate:** It is the ratio of the no. of predicted positive instances to the actual total no. of positive instances

\[
TP\ – \ Rate = \frac{True\ Positive}{True\ Positive + False\ Negative}
\]

- **FP-Rate:** It is the ratio of the no. of predicted negative instances to the actual total no. of negative instances


\[
FP - Rate = \frac{FalsePositive}{FalsePositive + TrueNegative}
\]

- **Precision**: It is the ratio of no. of predicted positives instances to the total of all predicted positive instances.

\[
Precision = \frac{TruePositive}{TruePositive + FalsePositive}
\]

- **Recall**: It is the ratio of the no. of predicted positive instances to the actual total no. of positive instances

\[
Recall = \frac{TruePositive}{TruePositive + FalseNegative}
\]

- **F-Measure**: Used to represent overall performance. It is the weighted harmonic mean of the precision and recall

\[
F - Measure = \frac{2 \times Precision \times Recall}{Precision + Recall}
\]

The following table Table III represents Accuracy Measure Value of two types of Naïve Bayes classifiers that are obtained after building two classifiers on diabetes dataset.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>TP-Rate</th>
<th>FP-Rate</th>
<th>Precision</th>
<th>Recall</th>
<th>F-Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multinomial</td>
<td>0.756</td>
<td>0.1</td>
<td>0.607</td>
<td>0.756</td>
<td>0.673</td>
</tr>
<tr>
<td>Gaussian</td>
<td>0.799</td>
<td>0.1</td>
<td>0.609</td>
<td>0.799</td>
<td>0.691</td>
</tr>
</tbody>
</table>

5. RESULTS AND DISCUSSIONS

This section discusses the overall experimental results obtained.

According to the Classification Accuracy Table II, the Accuracy of Gaussian Naïve Bayes is the highest, which is 0.808. The Accuracy of Multinomial Naïve Bayes is 0.793. Overall, according to the classification Accuracy of Gaussian Naïve Bayes Classifier was better than the other classifier.

According to the Classification Accuracy Measure depicted in Table III, the Gaussian Naïve Bayes Classifier has the highest F-measure value of 0.691. The Precision value of Gaussian Naïve Bayes classifier and Multinomial Naïve Bayes classifier has almost the same value of 0.609.

6. CONCLUSION

In this research work, two classifiers based on machine learning algorithm Naïve Bayes, Multinomial Naïve Bayes Classifier and Gaussian Naïve Bayes Classifier have been used for experimentation to predict Diabetes disease. The two classifiers thus built have been compared based on their accuracy value. Another performance evaluation method was classifier accuracy measure which included TP-rate, FP-rate, precision, recall, F-Measure.

The overall performance of Gaussian Naïve Bayes Classifier to predict the diabetes disease is better than Multinomial Naïve Bayes Classifier. Hence the viability of the proposed model is clearly portrayed throughout the experimental results.
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