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Abstract: Today’s technology has brought a drastic amount of advancements in the field of entertainment, sports, medical facilities etc. However, deaf individuals are often hindered to these facilities. In order to narrow the gap between the hearing impaired and normal humans we present a Speech Recognition application. The idea is to enable hearing impaired and deaf people to see real-time subtitles while hearing a conversation along with translation to the preferred language of the user.
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1. INTRODUCTION

Recognition of the spoken natural language is difficult for the hearing impaired and deaf individuals. One of the solutions found for this is by lip reading speaker, but it often requires good viewing ability of the user. By using today’s latest technology, we wanted to create a better world for the hearing impaired folks. Our approach involves using Speech Recognition along with the phone’s camera which will allow to see and perceive the visual cues of the speaker at the same time ‘Live Subtitles’ will be displayed. The subtitles include the option for multilingual support which will translate into the desired language.

2. System Configuration:

We planned to use Android Studio and Camera Module for the integration of computer vision into the application. This API is based on the Open GL ES3 platform for building Android applications. Furthermore, to convert the audio into speech we used Google Text-to-Speech API, this is done by integrating JAVA classes into KOTLIN. The Google Text-to-Speech also has various dialects as well as it is very efficient and supports more than 100 different languages. To convert the recorded language into the user required one we used the Google Translate API which is very precise and produces the results efficiently in practical condition.

3. Working

3.1 Google Speech-to-text API

As show in the above fig, the microphone records the audio of the speaker and send the processed audio to the Google Cloud Speech-to-Text API. This system is based on Domain Independent Speech Recognition which uses Feature Extraction to extract all the words and patterns from the audio received from the application. These features are used to recognize the phonemes, which are then compared with the Database of trained patterns using Neural Networks. The output of this gives us recognized features which are in text format. This output is then sent back to the application and it is displayed on the smartphone screen as closed captions. If the user chooses to translate the output of the Speech-to-
Text, the output is sent to the Google Translate module for further processing.

3.2 Google Translate API

As shown in the above fig. the Google Cloud Translate API is based on Statistical Machine Translation. This system uses multiple language databases which contain a corpus of previous approved set of translations. When the user selects the Translation option, he/she also need to provide the language to which the text should be translated. The Translate API uses this language codes to choose the Source language and Target Language Corpuses. The text to be translated is broken down into smaller phrases which are compared with Language model and the Translation model. The Translation model helps the system to translate the source language text into the required language without changing the meaning of the sentence. The language model helps to maintain the grammatical accuracy of the translated sentence. This data is then passed through the Decoder which uses Probability to check the accuracy of the output based on the Translation and Language model outputs by comparing them to the Source Text. If the output has probability higher than the threshold, then it is accepted as the correct output.

4. Evaluation

For the actual demonstration, user said a sentence while the App is active. After the App recognizing the audio it displays the live subtitles on the screen. The user translates the text into “Marathi” and “Hindi” language. Initialization of the Application take about 10-15 sec and later the results are displayed with 1-1.5 sec delays. The following Figures 4.1, 4.2 and 4.3 displays the actual demonstration of the Application being used.
5. CONCLUSION

This tool enables hearing impaired and deaf people to see real-time "live subtitles" while hearing a talk on a specific subject, combining them with the real world lecturer's body gestures in the actual environment to provide the user a complete communication experience. Currently, providing support on only two languages this application could be further improved and enhanced by adding more language support, so as to be used in the Global Market.
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