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Abstract - In this paper, the structure and execution of 
expanded Internet of Things (IoT) called IoT based smart 
home security, for an efficient, asset proficient, and constant 
real-time security management framework is done. The 
framework, comprising of edge-fog computational layers, 
will help in criminal avoidance and foresee criminal acts in 
an intelligent home condition. The IoT based Smart Home 
Security will distinguish and affirm criminal activities in 
real-time, utilizing Artificial Intelligence (computer based 
intelligence) and an event driven way to send criminal 
information to defensive administrations and police units 
causing quick activity while monitoring the activities. In this 
investigation, an IoT based Smart Home Security testbed 
model is executed and assessments performed on outcomes 
show better performance by the proposed system in terms 
of resource efficiency, agility, and scalability over the 
traditional IoT surveillance systems and state-of-the-art 
approaches. 
Key Words:  IoT, edge-fog computational layers, Artificial 
Intelligence 
 

1.INTRODUCTION 
 
An Intelligent Home Condition (IHC) consists of various 
applications of ubiquitous computing that integrates 
smartness into dwellings for comfort, healthcare, safety, 
security, and energy conservation. An IHC is monitored by 
ambient intelligence to produce context-aware services and 
to facilitate safety and security management. A security 
management system is meant to produce complete safety 
from robbery, sabotage, and intrusion by monitoring the 
interior and external IHC, using surveillance cameras. 
Various cyber-physical systems widely adopt the utilization 
of intelligent video surveillance, for automatic and accurate 
identification of events and objects in a very target scene. IVS 
is used to predict and interpret the activity of a scenario 
without any human intervention. Protective services and 
authorities often fail to retort to crime incidents efficiently. 
Therefore, in most cases, when an occasion occurs, 
authorities visit the situation of the incident, retrieve the 
content manually from the camera, and so proceed to spot 
relevant footage either by watching the complete length of 
the video or by processing it through specialized video 
analytics algorithms. Thus the reactive approach is, of 
course, inefficient for preventing crimes. An efficient crime 
predictive system could enable robust security management 

in an IHC by identifying preventive procedures. The video 
closed-circuit television in an IHC consists of the many 
cameras that may produce an outsized amount of 
surveillance data, both photo, and video. This might lead to 
heavy network congestion and impose complicated 
processing load on individual devices and systems. This 
paper is to discuss on the IoT integrated intelligent video 
surveillance framework to produce a good solution to the 
present problem. 

 

2. LITERATURE SURVEY 
 
2.1 An Intelligence System for Video Surveillance in IoT 
Environment 
The main objective of this project is to share visual 
information on collision detection, location of accident and 
traffic information with nearby hospitals and police station. 
Here the camera sends the video automatically to a cloud-
based network for multiple access by individual cloud 
customers. In this project, the camera is continuously 
monitoring the events and is connected to the cloud network 
via the internet. It is easy to access the information stored in 
the cloud network by others to control the traffic flows and 
handle emergency situations as and when they arise in near 
real-time. Employing this, the response time can be reduced. 

 
2.2 A robust occupancy detection and tracking algorithm 
for the automatic monitoring and commissioning of a 
building 
The focus of this study is that the 24hours daily monitoring 
of buildings for commissioning purposes. The proposed 
monitoring system enables the continual detection and 
tracking of the occupants with the help of an image-based 
depth sensor and a programmable pan-tilt-zoom (PTZ) 
camera, even under dim lighting conditions. The SVM-based 
observation measurement provides a more reliable tracking 
performance. This paper presents a sturdy day-and-night 
people tracking and counting algorithm. The function of 
large-scale field monitoring is realized by employing a PTZ 
camera network instead of a typical fixed camera. 
Furthermore, supported the depth image sensor, the contour 
information of the occupant is visiting be applied for more 
accurate activity recognition. The positive results of the 
occupancy detection and therefore the tracking algorithms 
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are applied to count the quantity of individuals and to 
observe a building in the experiment. 

2.3 Choice of Application Layer Protocols for Next 
Generation Video Surveillance Using Internet of Video  
Video surveillance has become appearing due to the 
increasing security requirements in each and every moment 
of life. The next-generation video television (VSS) possesses 
great challenges in various applications, like intelligent 
urban surveillance systems and smart cities. In these 
applications, we'd wish to cater to the fast-growing number 
of surveillance nodes which introduce several constraints, 
example, high latency, high bandwidth, high energy 
consumption, and CPU and memory usage. To accommodate 
these issues, the internet of video things (IoVT), which is 
taken into consideration to be a component of the net of 
Things (IoT), are often a solution. The IoVT consists of visual 
sensors (i.e., cameras) connected to the net. Unlike 
conventional systems, under an IoVT framework, the VSS 
provides multiple layers (i.e., edge, fog, cloud) of 
communication and deciding by capturing and analyzing rich 
contextual and behavioral information. Since an appropriate 
application layer protocol (ALP) can help in alleviating the 
challenges of future VSSs, the selection of ALPs is incredibly 
important for IoVT-based systems. Therefore, this paper 
presents a generic architecture of an IoVT-based VSS and a 
comparative analysis of several ALPs, like MQTT, AMQP, 
HTTP, XMPP, CoAP, and DDS, with real-time 
experimentation. This analysis will assist the users to make a 
decision on the suitable ALPs in various surveillance 
applications and determine their suitability at different 
nodes of the IoVT framework. 
 

3. PROPOSED SYSTEM 
 
This paper is to implement IoT based Smart Home Security, 
an event-driven edge-fog-integrated video surveillance 
framework, to execute real-time security management by 
helping in criminal act prevention and predicting crime 
events at an Intelligent Home Condition. The proposed IoT 
based Smart Home Security approach provides a three layer 
architectural framework that orchestrates event-driven edge 
devices in an IHC and DL-implemented fog computing nodes 
to address increasing human security concerns. The system 
also gives an alert by sending the criminal data instantly to 
the defensive force or protective service, and thus, it ensures 
a quick response. 

This section describes the security management framework 
of the proposed IoT based Smart Home Security. The system 
gives criminal act detection and proactive alerts using edge-
and fog-integrated approaches. Fig.-2.1 illustrates the 
architecture of the system for security management at an 
Intelligent Home Condition. Camera connected several edge 
nodes are placed at various points to cover the in and out of 
a residential unit. The event driven feature deployed in every 
single edge nodes keeps them on standby unless any 

appropriate movement from the human intrusion is 
detected. If movement is recognized, the edge node will take 
motion-detected pictures and forward those pictures and its 
own location to a fog node. A single fog node controls 
multiple edge nodes within one single unit or building. 
Multiple fog nodes to cover a complete residential area 
comprising of multiple buildings. 

 
Fig-2.1: Flow of process 

 
The above figure gives the flow of the process, the 
communication between the servers and image processing 
hardware and software. With the help of Artificial 
Intelligence, each fog node can distinguish and recognize a 
possible criminal activity function and criminal activity 
object by processing the motion-captured pictures sent by an 
edge node. If a fog node recognizes and confirms the 
presence of human and weapons, it will differentiate the 
types of weapon and immediately dispatch criminal act 
event information (i.e., a labeled image and location) to the 
nearest criminal act prevention force (i.e., defensive or 
protective service in that area) instantly. Each fog node is 
also able to dispatch criminal act data simultaneously in the 
form of a cell phone alert notification. Using the criminal act 
data sent by the fog node, the criminal act prevention force 
can ensure real-time criminal act prevention before the 
crime actually happens. The Artificial Intelligence enabled 
event-driven fog node also neglects any false positive result 
registered by the edge node. Each criminal act prevention 
force may receive a crime notification from multiple fog 
nodes covering a household area. All the fog nodes maintain 
bidirectional communication with a centralized cloud server 
within a smart city for reception system updates, criminal 
act event data mining, statistical analysis, and timely 
information storage. 

The above figure gives the diagrammatic representation of 
the flow in which the process flows. The algorithm used here 
is Convolutional Neural Network. This uses Raspberry Pi for 
the computational process which runs on the software coded 
with Python. Python is a widely used programming 
language. It was first introduced in 1991 by Guido van 
Rossum and developed by Python Software Foundations. It 
was designed and developed with priority for increasing on 
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code readability, and its syntax allows programmers to share 
their ideas in lesser lines of code. 

 

 
 

Fig-2.2: Architecture Diagram 

The above figure gives the diagrammatic representation of 
the flow in which the process flows.  The low level hardware 
setup of this project includes a camera connected to a 
Raspberry Pi. Python language is used for coding for the 
purpose of image processing for motion detection, weapon 
detection and for auto-generated mail and mobile 
application. This android application is developed for mobile 
phones which can be installed by the residents of the smart 
home environment and also an auto-generated email which 
carries the image captured from the camera whenever 
movement is detected. The mobile application displays the 
information of type of weapon and number of persons 
captured by the camera.  

 

Fig-2.3: Training of Images 

A set of images comprising of hundreds of pictures are 
trained initially for image processing to detect motion and 
objects. Fig-2.3 gives the trained images label list. The 

accuracy of this process depends on the number of images 
been trained. 

The part of code done for motion detection is shown in the 
fig-2.4, which detects any movement and captures the image 
if any. This helps in implementing high level security. 

 

Fig–2.4 : Code for Motion detection 

As a future enhancement, additional features like automatic 
door and window sealing can be added. This feature will get 
enabled when there is a detection of human movement and 
when armed, also to detect other types of weapon. 

3. RESULT 

In this section, the result of the project implemented is 
discussed with the output obtained during the execution of 
the process. As said earlier, a set of images were trained for 
detection of human movement. 

 

Fig-3.1: Motion detection and captured image 

From fig-3.1, whenever there was a movement detected, the 
images were captured as shown. It also detects the type of 
weapon carried if any present within the range and also 
gives information on the type of weapon as shown in fig-3.2.  
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Fig–3.2: Detection of Weapon 

Fig-3.3 (a) & (b) gives the information on the mobile 
application developed and the auto-generated mail 
respectively. This auto-generated mail is sent whenever a 
movement is detected and carries the image captured when 
the movement was detected. 

      

(a) Mobile application   (b) Auto-generated email 

Fig-3.3 

4. CONCLUSIONS 
 
In this article, the design, deployment, and performance 
evaluation of the IoT based Smart Home Security, which is an 
event driven and fog-based smart-surveillance system for 
real-time criminal act detection and security management 
has been presented. The application targets security 
management within a smart home environment under the 
smart-city paradigm. The suitability and feasibility of the 
proposed system by deploying a laboratory testbed of the 
IoT based Smart Home Security and its performance was 
evaluated. The proposed architecture with and without a 
video compression algorithm and performance comparison 
between them along with other IoT based video surveillance 
architectures was implemented. This system gives highly 
efficient data output for effective analysis and transfer of 

information to the desired location. Although the video 
compression algorithm helped the proposed IoT based 
Smart Home Security architecture to save 20 percent more 
storage, it reduced its efficiency, notably in terms of energy 
and percentage of CPU usage. Therefore, the proposed 
system is far more efficient even without the video 
compression algorithm. Then, the auto-generated mail and 
application ads to the merit that the resident of that house 
would be able to immediately know when there is any 
anonymous activity happening around the house. The 
proposed system can be upgraded in the future by adding 
other types of crime objects or threat events to the model 
without changing the system configuration. Moreover, it can 
be further trained to detect more features in the future, for 
instance, utilizing transfer learning, and thus enabling it to 
differentiate between resident members and intruders using 
facial recognition features. This system could include 
smarter and services in the future for further video 
surveillance applications by usage of its efficient workload 
management ability.  
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