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Abstract - The field of image generation has seen immense 
amounts of improvement, with the advent of generative 
adversarial networks, an application of unsupervised learning. 
In this paper, the images are generated using Generative 
Adversarial Networks with the help of two sets of data, one 
containing the Asian faces and the other that holds Caucasian 
faces. Deep Convolutional Generative Adversarial Networks, 
that use convolutional neural networks for the generator, and 
the discriminator, have been utilized in order to accomplish 
the task of the generation due to advantages over 
conventional GANs such as less noise, greater stability of 
results. 
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1. INTRODUCTION  
 
Generative Adversarial Networks are a strong and effective 
approach to unsupervised learning. It is a deep learning-
based generative model. This model finds its applications in 
various fields such as image synthesis and editing[1], audio 
generation[2], music generation[3], sound generation, 
predicting the next frames in videos[4,5,6], image to image 
translation[7,8], and also in academic areas such as medical 
imaging[9,10]. It also serves as an answer to various 
challenges faced in the field of semi-supervised learning [11, 
12]. 
 
Generative Adversarial Networks contains two types of 
models: a generator and a discriminator, both of which are 
deep learning models. The generator tries to assume the 
distribution of the real data. It takes a fixed-length vector as 
input and then generates a sample. The discriminator, on the 
other hand, is generally a binary classifier, whose job is to 
classify data as real or fake. The real data is the data that 
belongs to the domain or distribution of the input data, and 
the fake data is the data that has been generated by the 
generator. In contrast to other generative models, 
Generative Adversarial Networks perform in an adversarial 
manner, a mechanism where the generator and the 
discriminator try to outperform each other. Training of the 
generator is done by maximizing the probability of the 
discriminator making a mistake. Optimization is based on a 
min-max optimization methodology. The termination of the 
process occurs when at a particular saddle point, that is 
minimum with respect to the generator and maximum with 

respect to the discriminator, thus reaching an equilibrium. 
Once the endpoint is reached, it is assumed that the 
generator has reached the distribution of the real data. 
 

1.1 Deep Convolutional Generative Adversarial 
Networks 
 
Deep Convolutional Generative Adversarial Networks 
(DCGANs) is an enhancement to the Generative Adversarial 
Networks. A DCGAN has two models, both of which are 
Convolutional Neural Networks, a generator, and a 
discriminator, one which generates data and the other, 
which checks the legitimacy of the data, whether real or 
synthetic. Similar to Generative Adversarial Networks, in 
DCGANs as well, the generator and the discriminator run in 
an adversarial manner, trying to better one another. It is an 
enhancement to GANs because the output generated is far 
superior with less noise, and the training is also stable and 
much more reliable. This gives DCGANs an upper hand over 
conventional GANs and has therefore been used in the 
project. The reason for the difference in the output comes 
because of the architecture that DCGANs have used. 
Modifying the conventional architecture of GANs, which uses 
multilayer perceptron in three layers, i.e., Convolution Layer, 
Pooling Layer, and Fully connected layer for the generator 
and the discriminator, DCGANs have replaced the pooling 
layers with strided convolutions in the generator and with 
fractional-strided convolutions in the discriminator. A 
process called Batch Normalization has been used to train 
the data in a more stable way and to avoid collapsing of the 
system. Fully connected layers are removed completely for 
deeper architectures, and activation functions such as ReLu 
and Leaky ReLu have been used in the Generator and 
Discriminator, which helps in better learning and provides 
higher resolution modeling. 
 

2. RELATED WORKS 
 
Image generation is a critical problem in the field of 
computer vision. Several advancements have been made 
with the help of deep learning models, for example, 
Variational Autoencoders[13], which help in formulating the 
problem with an approach that builds on probabilistic 
graphical models. In this, the lower bound maximization of 
the data takes place. Besides this, Autoregressive models, 
proposed by van den Oord et al. in the paper Pixel Recurrent 
Neural Networks 2016[14], based on modeling the 
conditional distribution of the pixel space, have been 
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relatively successful generating synthetic images. Generative 
Adversarial Networks [15] have shown tremendous 
performance in the generation of synthetic images. Proposed 
by Goodfellow et al. 2014, this mechanism focused on image 
generation with the help of two deep learning models that 
compete with each other. For the generation of images, the 
use of convolutional neural networks as the model for the 
generator and the discriminator was also proposed [16]. 
Here, CNN, with certain special criteria, were employed so as 
to perform the task. Conditional image generation [17, 18, 
19] was used in order to tackle problems such as the scaling 
of images, improving the stability of the generated images.  
 

3. METHODOLOGY  
 
In this paper, for the generation of images, Deep 
Convolutional Generative Adversarial Networks was used. It 
is an extension of the classic GAN, wherein the generator and 
the discriminator are Convolutional Neural Networks 
instead of a Multi-Layered Perceptron. The CNN uses batch 
normalization, has strided convolutions (discriminator) and 
fractional-strided convolutions (generator) in place of 
pooling layers.  The use of ReLU activation in the generator 
for all layers except for the output layer, which uses Tanh 
and LeakyReLU activation in the discriminator for all layers, 
also happens [16]. 

 
3.1 Implementation 
 
The first step in the implementation is the loading and pre-
processing of the dataset. In this case, the pre-processing 
involved reduction in the size of the images to the 
dimensions of 96*96 pixels. After this, the models for the 
generator and the discriminator were created. These were 
designed based on the concepts used in DCGANs[16]. The 
main goal of the generator is the creation of a vector space 
that corresponds to the domain of the data used. Whereas, 
for the discriminator, the main goal is to maximize the 
probability of classifying the data correctly. For the 
optimization of both the components, loss functions are 
defined. After this, this training process begins. The training 
process occurs until the completion of all epochs. It must be 
made sure that the training occurs in a manner such that one 
component does not overpower the other. At the beginning 
of the training process, the sample generated looks like 
random noise, but as the number of epochs increases, the 
quality of the generations improves significantly. After this, 
the model execution occurs, and the images generated are 
saved. 

 
Fig -1: Generative Adversarial Networks 

 
Reproduced from the paper ‘How Generative Adversarial 
Networks and Their Variants Work: An Overview’ [20] z 
denotes the latent space given to the generator 

3.2 Dataset 
 
Two distinct datasets are used in this paper. A dataset 
containing Asian faces with 804 images and another dataset 
that containing Caucasian faces with 380 distinct images 
were employed. The Caucasian faces dataset was obtained 
from UK Parliament Portraits by Chris McAndrew. 
 

4. RESULTS AND DISCUSSION 
 
The sample of images generated after the first iteration is 
not at all refined as they consist of random, as can be seen 

in Fig -2 
 

 
Fig -2: Images Generated after first iteration 

 
As the number of iterations increase, the quality of the 
output generated also increases. This can be observed in Fig 
-3 
 

 
 

Fig -3: Images Generated after Seventeen iterations 
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In the above image, it can be observed that the sample 
generated is slowly taking the form of the input data 
distribution. 

 

 

Fig -4: Images Generated after Fifty iterations 
 
Above image shows the sample of images generated after 
fifty iterations. This shows the faces taking shape and 
slightly matching the input data. 
 

5. CONCLUSION 
 
This paper provides a way in which data that pertains to one 
racial group can be created with the help of Generative 
Adversarial Networks. It can also be concluded that the 
changes in the types of loss functions used can lead to better 
results. The quality and the quantity of the dataset plays a 
major role in getting a better result. Generative Adversarial 
Networks can be used in techniques such as data 
augmentation, which intern can be useful in the creation of 
larger dataset samples for research purposes. 
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