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Abstract – This project aims to perform the task of Visual 
Question Answering using Keras deep learning frameworks 
that combine the image features and the question vector to 
produce answers for the questions posed by making use of a 
pre-processed image dataset along with spaCy word 
embeddings. In this article, we have explained how we can 
merge the CNN and RNN models with a dense multi-layer 
perceptron to produce categorical classes that correspond 
to our answer. The underlying problem here is to merge the 
two different models, as these are two different domains of 
the machine-learning regime. We have solved it by merging 
the image vector and question vector in a multi-layer 
perceptron with the number of layers and class of activation 
mentioned further in the article. In the implementation, we 
use the Keras python package with the backend of 
Tensorflow and the pre-processed VGG-16 weights for 
extracting image features using CNN and the question 
vector using the spaCy word embeddings, and finally we use 
the multi-layer perceptron to combine the results from the 
image and question. 
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1. INTRODUCTION 

The issue of solving visual question answering goes past 
the ordinary issues of image captioning and natural 
language processing, as it is a blend of both the strategies 
which makes it a perplexing system. Since language has a 
complex compositional structure, the issue of taking care 
of vision and language becomes a tough task. 

It is very simple to get a decent superficial exhibition of 
accuracy when the model disregards the visual content on 
account of the predisposition that is available in the 
dataset. For this situation, the model doesn't genuinely 
comprehend the information embedded in the picture and 
just focuses on the language semantics, which is not what 
we need. For example, in the VQA dataset, the most widely 
recognized game answer "cricket" is the right response for 
41% of the inquiries beginning with "What game is", and 
"white" is the right response for half of the inquiries 
beginning with "What shading is". These dialects can make 
a bogus impression of accomplishing precision. It is very 
conceivable to get cutting edge results with a moderately 
low comprehension of the picture. This should be possible 
by misusing the factual inclinations as well, which are 
present in the datasets. They are commonly obvious in 
standard language models as well. Presently, we need 

language to posture difficulties including the visual 
comprehension of rich semantics. The frameworks should 
not have the option to get rid of ignoring the visual data. 

In this work, we implement a visual question answering 
system aiming to use a balanced bias free dataset 
constructed specially to counter these language biases and 
make the role of image understanding in VQA more 
impactful by utilizing the underlying image features and 
the corresponding semantics of language. 

2. LITERATURE REVIEW 

2.1 Convolutional Neural Networks – VGG-16 

In neural networks, convolutional neural network 
(ConvNets or CNNs) are one of the major categories to do 
the recognition and classification of various types of 
images. Convolutional neural networks are now capable of 
outperforming humans on some computer vision tasks, 
such as classifying images. Imagenet was a research 
project to develop a large database of images with 
annotations, e.g. images and their descriptions. For the 
classification task, images must be classified into one of 
1,000 different categories. 

Researchers from the Oxford Visual Geometry Group, or 
VGG for short, released two different CNN models, 
specifically a 16-layer model and a 19-layer model. In our 
implementation, we use the pre-trained weights of the 
VGG-16 model for creating the image vector.  

2.2 Word embedding using spaCy: 

In our implementation, we use a pre-existing model for the 
word embeddings. With word embeddings, we were able to 
capture the context of the word and then find semantic and 
syntactic similarities. We have used the spaCy word 
embedding model. While spaCy was only recently 
developed, the algorithm already has a reputation for being 
the fastest word embedding in the world. 

2.3 Multilayer Perceptron (MLP) 

A multilayer perceptron (MLP) is portrayed fundamentally 
as a neural system which is profound, which has shrouded 
layers present in it. As intended by the name, it has 
various perceptions. A multilayer perceptron contains info 
layer, managed to transfer the essential information 
highlights and a yield layer, which give out the conclusive 
outcome of the counterfeit neural system.  
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3. PROPOSED SYSTEM 

3.1 Problem statement 

“To find the correct answer, in an implementation, to a 
question posed based on an image using the technique of 
combination of language and vision using VGG-16 pre-
trained weights, spaCy word embedding and a multi-layer 
perceptron combining the two with the Keras framework” 

3.2 Problem Elaboration 

This has been observed that finding the answers to 
questions based on an image correctly without inherent 
statistical bias on the dataset is a bit difficult. This leads to 
answers based on the dataset bias, which give quite 
accurate results, but without considering the features of 
the image.  

To carry out the process of finding the correct answer to a 
question posed based on an image, we implement a 
python script using Keras, that encodes the question and 
image into vectors and then concatenates the two using 
MLP. We use a balanced bias free dataset so that the 
inherent statistical biases leading to constant answers can 
be overcome. 

3.3 Proposed Methodology 

There are different methods in the language+vision 
domain to find the answer to the question posed based on 
the input image. But each of the methodologies has their 
pros and cons. To work effectively with the proposed 
framework and after an exhaustive comprehension of the 
given writing review, the proposed approach appears to 
be a reasonable fit for accomplishing best in class 
exactness. 

The following steps are proposed: 

1. The first step will be the word transformation. For 
the question, we will convert each word to its 
word vector, and for that we will use the spaCy 
word embeddings model. 

2. Coming to the image, it is sent through a Deep 
Convolutional Neural Network (from the well-
known VGG Architecture), and the image features 
are extracted from the activation of the second 
last layer (that is, the layer before the softmax 
function).  

3. To combine the features from the image and the 
word vector, we use a multilayer perceptron 
consisting of fully connected layers. The layers are 
mentioned further in the article. We get a 
probability distribution over all the possible 
outputs. The output with the highest probability is 
our answer to the question posed based on the 
image.  

3.4 Proposed System Architecture 

The proposed system workflow is as given as shown in 
diagram: 

 

Fig - 1: Workflow 

The above block diagram illustrates the architecture that 
we propose for the Visual Question Answering system. 
Here we import the Keras library to create a 
Convolutional Network layer for particular image and 
extract the required image features. spaCy word 
embeddings are used as a part of RNN for natural language 
processing to convert the question into word vector, 
understanding its semantics. We merge the extracted 
image features and word vector and using MLP we create 
an (object, question) pair.  

4. IMPLEMENTATION 

4.1 Dataset 

Libraries: Flask, os, werkzeug_utils. 

Dataset: Natural images 

List of the steps required getting the dataset: 

1. Download and collect set of natural images from 
various repositories. 

2. Make sure images have same extension (.jpg or 
.png) 

3. Create training.csv for all types of natural images 
you want to select (E.g.: Cars, Fruits, Flowers, etc.) 

4. Attributes such as IMG_ID, Question and answer 
mentioned in excel or .CSV file. 
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4.2 Algorithm 

Libraries: Keras=2.1.0, Tensorflow=1.15, OS, sklearn, cv2, 
spaCy, numpy, vgg16 

Algorithm: 

1. Take pre-processed VGG-16 dataset weights, 
which categorize objects into 1000 categories. It 
has 16 layers and we pop the last 2 layers for use 
in our image object classification. 

2. The image is converted to a corresponding (1, 
4096) dimension vector by the VGG-16 Model 

3. We use the spaCy dataset for word-embeddings of 
our question tokens and convert it to a question 
tensor. 

4. We have {{22}} trainY labels, so we convert it to 
categorical variables using to_categorical function. 

5. Our final model has the following layers: 

6. We train the data by creating image features and 
question features by passing it through model.fit() 
function. 

7. Later, we save the model architecture in a JSON 
file and the model weights in a H5 file. 

8. In our working application, we load the 
architecture and weights using these saved files, 
and input image and corresponding question to 
get result. 

9. The result is probabilistic values of the categories 
and we output the category with the maximum 
probability. 

4.3 Implementation 

VGG16 

VGG16 is a convolution neural net (CNN) architecture. It is 
considered to be one of the excellent vision model 
architecture till date. Most unique thing about VGG16 is 
that instead of having a large number of hyper-parameter 
they focused on having convolution layers of 3x3 filter with 
a stride 1 and always used same padding and maxpool 
layer of 2x2 filter of stride 2. It follows this arrangement of 
convolution and max pool layers consistently throughout 
the whole architecture. In the end it has 2 FC (fully 
connected layers) followed by a softmax for output. The 16 
in VGG16 refers to it has 16 layers that have weights. This 
network is a pretty large network and it has about 138 
million (approx.) parameters. 

SpaCy 

SpaCy is an open-source software library for advanced 
natural language processing, written in the programming 
languages Python and Cython. It has the facilities for pre-
trained word vector generation and integration with deep 
learning networks. SpaCy supports deep learning 
workflows that allow connecting statistical models trained 
by machine learning libraries like TensorFlow, Keras, 
Scikit-learn or PyTorch, few of which we are using in our 
implementation. 

Screenshots: 

Error rate: 

 

Ask Question with selected image  
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Answer using trained model: 

 

5. CONCLUSION 

In this paper, we have implemented methodologies for 
visual question answering using the pre-processed VGG-
16 weights for image feature extraction and the spaCy 
word embeddings for question vector creation. We have 
implemented the techniques using Python Keras 
framework using Tensorflow as the backend. For the 
application part of the project, we have used the light-
weight Flask web-framework. The validation set of the 
dataset exhibits a peak accuracy of 94 percent. This is 
better than the traditional models not using the 
convolutional and recurrent neural network deep learning 
techniques. However, there is a good amount of future 
scope to improve the accuracy on real-time data, using 
larger datasets and a wide range of questions along with 
attention modelling. 
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