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Abstract - Software Defect Prediction is an essential aspect to ensure software quality. Deep learning techniques can also be used for the same. In this paper, we propose to extract a set of expressive features from an initial set of necessary change measures using Artificial Neural Network (ANN), and then train a classifier based on the extracted features using Decision tree and compare it to three other methods wherein features are derived from a set of initial change measures using dimensionality reduction techniques that include Principal Component Analysis (PCA), Linear Discriminant Analysis (LDA) and Kernel PCA. We use five open-source datasets from NASA Promise Data Repository to perform this comparative study. For evaluation, three widely used metrics: Accuracy, F1 scores and Areas under Receiver Operating Characteristic curve are used. The Artificial Neural Network is considered to be outperformed all the other dimensionality reduction techniques. Kernel PCA performed best amongst the dimensionality reduction techniques.
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1. INTRODUCTION

To build high-quality software, defect prediction has become an essential aspect as a lot of time and effort is put in software testing, and it is debugging otherwise. Defect detection techniques are suggested to help prioritize software testing and debugging; they may suggest components of software that developers are likely to be faulty. A lot of parameters are considered while predicting whether the software is buggy or not which include the number of lines in the code, its complexity, the number of operators and operands used in the system and other factors. We have considered a set of 22 first features to predict whether the module is buggy.

Deep learning is a new area and the most promising one in the machine learning literature, and has been adopted in a lot of research areas and has proven to be very useful, particularly in image processing [10] and speech recognition.

Artificial Neural Network is a deep learning algorithm based on the working of biological neural networks. It has several nodes connected via weighted edges. We propose to extract a set of expressive features from an initial set of necessary change measures using Artificial Neural Network (ANN) and then train a classifier based on the extracted features using Decision tree and compare it to three other methods wherein features are extracted from a set of initial change measures using dimensionality reduction techniques that include Principal Component Analysis (PCA), Linear Discriminant Analysis (LDA) and Kernel PCA. Decision Trees fall under supervised learning method for classification and regression that can easily be visualized. It works by applying classification or regression based on a particular function (here Entropy) on a labeled training set. It splits the population or sample based on the most significant splitter by identifying the most vital variable from the dataset. They work on the principle of Greediness.

PCA, LDA and Kernel PCA are ways used for dimensionality reduction. LDA and PCA are linear transformation techniques, the difference being LDA to be supervised and PCA to be unsupervised. PCA is more of a generic dimensionality reduction technique, while LDA tends to be more specific. PCA treats dataset as a whole while LDA tries to discriminate between classes within the data. On the other hand, KPCA is a non-linear form of PCA, i.e. an extension to PCA that uses kernel methods.

For evaluation, three widely used metrics: Accuracy, F1 scores and Areas under Receiver Operating Characteristic curve have been used. Classification accuracy alone can at times mislead, and hence the other two metrics have also been considered. F1 scores are the weighted average of Precision and Recall taking into consideration both False Positives and False Negatives. The two are the harmonic standard. ROC curve analysis can be considered as a complete report of sensitivity and specificity. The Artificial Neural Network is considered to outperform all the other dimensionality reduction techniques. Kernel PCA performed best amongst the other dimensionality reduction techniques.

RQ1: How effective is a neural network over other dimensionality reduction techniques?

RQ2: Can accuracy alone be used for the evaluation of a model?
P.D. Singh and A. Chugh [8] compared 5 Machine Learning algorithms - Particle Swarm Optimization, Naive Bayes, Decision Tree, Linear Classifier and Artificial Neural Network - on the data sets for Software Defect Prediction. Linear Classifiers outperformed the other algorithms in terms of defect prediction accuracy. Neural Networks, however, had the lowest error rate.

G. E. Hinton and R. R. Salakhutdinov [9] used Deep Auto-encoder Network to reduce the dimensionality of data. They described a way to effectively initialize the weights for the neurons so that the Deep Auto-encoder works in a better idea as compared to Principal Component Analysis to produce low dimensionality data.

J. Ali, R. Khan, N. Ahmad, I. Maqsood [13] used the Breast Cancer data sets to compare two classification models, namely, Random Forest and Decision Trees. Using the performance measures as F-Measure, Precision, Accuracy and Recall, they concluded that having the same number of attributes, Random Forest classifier gave better results with large data sets. At the same time, Decision Trees outperformed when the number of instances was comparatively lesser.

Jindal, R. Malhotra, A. Jain [14] used text mining techniques to develop a model to predict the severity level of each defect report based on classification of existing reports using the machine learning system, namely Radial Basis Neural network algorithm. The Area under the Curve (AUC) value, the sensitivity and the correct threshold criterion is known as the cut-off point was used to analyze the Receiver Operating Characteristics (ROC) and predict the results obtained from the model. They concluded that the model gave exceptionally well results in predicting high severity defects than in predicting the faults of the other severity levels.

V. A. Kumar, N. Elavarasan [15] used different feature selection and feature extraction techniques to reduce the dimensionality of high dimensional data. Various statistical measures such as information theory, mutual information, information gain, gain ratio, symmetric uncertainty, correlation and chi-square statistics were used for feature selection. Techniques such as Principal Component Analysis, Principal Feature Analysis, Fisher Criterion and Linear Discriminant Analysis were studied as a part of feature extraction.

Mosci, L. Rosasco, A. Verri [16] use Principal Component Analysis and Kernel Principal Component Analysis to reduce the dimensionality of data and investigate their regularisation properties. They conclude that PCA as a preprocessing step is in itself a regularisation step and does not need any separate regularization. They also provide a method to choose an optimal number of parameters for the reduced dimension data.

3. EXPERIMENTAL DESIGN AND SETUP

Open source datasets are readily available online. The Five datasets used for this project were taken from NASA Promise Dataset Repository namely pc1, cm1, jm1, kc1, kc2 each having no missing values and 22 attributes that come from McCabe and Halstead features extractors.
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**Fig -2: Dataset characteristics**

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Language used</th>
<th>Total Instances</th>
<th>Defective Instances</th>
<th>Non-Defective Instances</th>
</tr>
</thead>
<tbody>
<tr>
<td>PC1</td>
<td>C</td>
<td>1,109</td>
<td>77</td>
<td>1,032</td>
</tr>
<tr>
<td>CM1</td>
<td>C</td>
<td>498</td>
<td>49</td>
<td>449</td>
</tr>
<tr>
<td>JM1</td>
<td>C++</td>
<td>10,885</td>
<td>2,106</td>
<td>8,779</td>
</tr>
<tr>
<td>KC1</td>
<td>C++</td>
<td>2,109</td>
<td>326</td>
<td>1,783</td>
</tr>
<tr>
<td>KC2</td>
<td>C++</td>
<td>522</td>
<td>105</td>
<td>415</td>
</tr>
</tbody>
</table>

**Table 1: Characteristics of Datasets**

4. APPROACHES

The dataset, used for Software Defect prediction in the project, is taken from NASA Promise Repository. All the 5 data sets have 22 attributes, though each was having a different number of instances. Decision Tree classifier is used to make the model learn from the test set, and then the model is tested on the training set and the performance measures are calculated. However, having so many attributes and instances can lead the model to overfit. Hence, we first reduced the dimensionality of the data to a set of 6 cumulated features using 4 different techniques and then trained the model using Decision Tree classifier. A detailed comparison was then made based on the performance metrics that include Accuracy, F1- Scores and Area under the Receiver Operating Characteristics (ROC). Following are the algorithms used for Dimensionality Reduction, along with a brief description.

4.1 Artificial Neural Network (ANN)

This algorithm is somewhat based on the human brain or the human nervous system and uses a set of hidden layers with a varied number of nodes called neurons. Each neuron takes inputs from either a few or all of the previous layer neurons and processes the input using initialized weights and an activation function. It then sends the output to many neurons of the next layer. Based on the output and the cost function, the weights are updated over several epochs until the parameters best fit the model. To train our model, we use 3 hidden layers with a different number of neurons.

![ANN Architecture](image)

**Fig -3: ANN Architecture**

4.2 Principal Component Analysis (PCA)

The PCA is a statistical data analysis method that transforms the initial set of variables into an assorted set of linear combinations, known as the principal components (PC), with specific properties concerning variances. This condenses the dimensionality of the system while maintaining information on the variable connections [17]. The PCA algorithm is applied such that it extracts 6 new independent features that explain most the variance of the dataset, regardless of the dependent variable. Since the final class of each instance is not considered while turning the data into a low dimensional one, hence it is an Unsupervised Model.
4.3 Linear Discriminant Analysis (LDA)

In high dimensional data, it is difficult to find similarities between different data points and hence the model is challenging to analyze. The LDA algorithm maps down the high dimensional data to a low dimensional space which is then fed to the classifier to train the model. LDA aims to maximize the between-class distance and minimize the within-class distance in the dimensionality reduced space [15]. The LDA algorithm is applied such that it extracts 6 new independent features that separate most the classes of the dataset that is the buggy and no buggy instances. Since the extracted features are obtained, taking into consideration the dependent variable, hence it is a Supervised Model.

4.4 Kernel Principal Component Analysis (KPCA)

Standard PCA only allows linear dimensionality reduction. However, if the data has more complex structures that are not well defined in a linear subspace, standard PCA is not going to be of great help. Kernel PCA thus extends conventional principal component analysis (PCA) to a high dimensional feature space using the kernel algorithm. An intuitive understanding of the Gaussian kernel PCA is that it makes use of the distances between different training data points, which is like k-nearest neighbor or clustering methods [19]. Gaussian kernel PCA reveals more complex hidden structures of the data than standard PCA. Gaussian RBF, Polynomial, Hyperbolic Tangent are some accessible Kernel functions. We leveraged the Gaussian RBF kernel function to reduce the dimensionality of our data set.

4.5 Decision Tree Algorithm

The Decision Tree algorithm that is a supervised learning algorithm and works on principles of Entropy and information gain has been used as a classifier. The entropy of a dataset measures the impurity of the dataset, i.e., how disordered the data set is. The most critical aspect of the Decision Tree algorithm is the attribute selection method employed at each node of the tree since some attributes split the data more purely than other attributes. The algorithm works on the principle of Greediness, i.e., it looks for the solution that appears to be best at the moment without looking at the picture at large. The Decision Tree algorithm uses the Information Gain, which calculates the reduction in Entropy or gains in information, to split the data set using a particular attribute. The algorithm is advantageous as it requires less data cleaning and is not influenced by outliers and missing values to a fair extent.

PERFORMANCE MEASURES

<table>
<thead>
<tr>
<th></th>
<th>True Class</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>True Buggy</td>
<td>Predicted Buggy</td>
<td>Predicted Clean</td>
</tr>
<tr>
<td>True Clean</td>
<td>TP</td>
<td>FP</td>
<td>FN</td>
</tr>
</tbody>
</table>

Table 3: Confusion Matrix

A. Accuracy

This refers to the ratio of correctly predicted instances of the test set to the total number of instances of the test set.

Accuracy = (TP + TN) / (TP + FN + FP + TN)

B. F1 scores

At times, accuracy paradox can lead to misinterpretation of the results. Hence we take another performance metrics called F1 score into consideration. F1 value is the Precision and Recall harmonic mean, which is also calculated from the confusion matrix. Precision is the ratio of actual correctly predicted positive (buggy) instances to the total number of predicted positive instances (Precision= TP/(TP+FP)) the recall is also known as sensitivity. The recall is the ratio of actual correctly predicted positive (buggy) instances to the total number of actual positive instances (Recall= TP/(TP+FN)) Taking the harmonic mean, we get F1 score = 2*Recall*Precision / (Recall + Precision)

C. Area Under the Curve (AUC):

It evaluated the performance of the projected models by plotting the Receiver Operating Characteristics (ROC) curve and evaluating the area under the curve. ROC curve, which is defined as a plot of sensitivity on the y-coordinate versus its 1-specificity (it is defined as the ratio of predicted non-faulty classes to the number of classes non-faulty) on the x coordinate, is an effective method of evaluating the quality or performance of predicted models.

4.6 VALIDATION METHOD

We have used to hold out cross-validation method to validate the data set. Since all the data sets used had quite a large number of instances, the training set and test set were divided into the ratio 3:1. The instruction set was used to train the classifier and then the model was validated on the test set. Confusion matrix was obtained by applying various dimensional reduction techniques and training the data set by Decision Tree classifier. Accuracy and F1 score thus obtained are the following: We plotted ROC curves and found AUC to check the validity of our model. Following are the ROC curves for the respective confusion matrix.
5. RESULTS

Confusion matrix was obtained by applying various Dimensional reduction techniques and training the data set by Decision Tree classifier. Accuracy and F1 score thus obtained are the following:

<table>
<thead>
<tr>
<th>DATASET</th>
<th>ALGORITHM</th>
</tr>
</thead>
<tbody>
<tr>
<td>PC1</td>
<td>ANN 0.78</td>
</tr>
<tr>
<td>CM1</td>
<td>ANN 0.72</td>
</tr>
<tr>
<td>KC1</td>
<td>ANN 0.73</td>
</tr>
<tr>
<td>KC2</td>
<td>ANN 0.76</td>
</tr>
<tr>
<td>JM1</td>
<td>ANN 0.66</td>
</tr>
</tbody>
</table>

Table 4: Accuracy of each technique

<table>
<thead>
<tr>
<th>DATASET</th>
<th>ALGORITHM</th>
</tr>
</thead>
<tbody>
<tr>
<td>PC1</td>
<td>ANN 0.76</td>
</tr>
<tr>
<td>CM1</td>
<td>ANN 0.80</td>
</tr>
<tr>
<td>KC1</td>
<td>ANN 0.74</td>
</tr>
<tr>
<td>KC2</td>
<td>ANN 0.72</td>
</tr>
<tr>
<td>JM1</td>
<td>ANN 0.77</td>
</tr>
</tbody>
</table>

Table 5: F1 Scores of each technique

We plotted ROC curves and found AUC to check the validity of our model. Following are the ROC curves for the respective confusion matrix.

Fig - 4: Areas under ROC curves using PCA
Fig -5: Areas under ROC curves using LDA

Fig -6: Areas under ROC curves using kernel PCA
6. DISCUSSION AND INTERPRETATION

For interpretation purposes, we represent our findings graphically, as follows.

We conclude that Artificial Neural Network outperformed the other techniques in 4 out of the 5 datasets considered for defect prediction. This thus shows that Deep Learning can prove to be beneficial when the data under consideration has quite a large number of attributes. Kernel PCA comes out to be better amongst the other dimensionality reduction techniques.

7. THREATS TO VALIDITY

In this section, we discuss the various threats to the Validity of our comparative study.

Construct Validity

We estimate the performance of the model using hold out cross-validation method. Training and test sets are constructed randomly so they may over fit the data. Using other performance estimation techniques, they might give different results. Apart from the considered attributes, there might be other factors affecting the presence of defects.
Internal Validity

The data set used contains information regarding features determined by McCabe and Halstead feature extractors, which are known to have certain limitations.

External Validity

We used only 5 open-source data sets taken NASA Promise Repository, and so our results may not generalize to all software. Replication of this comparative study taking into account other datasets may produce more generalized results.

Conclusion Validity

The datasets being used have a class imbalance problem. So, we used AUC to evaluate the performance of our model, but it can still be partial for non-buggy instances.

8. CONCLUSION AND FUTURE SCOPE

In this paper, we proposed different dimensionality reduction techniques and compared the results obtained on the basis on prediction accuracy, F1-scores and area under the curve. Artificial Neural Network outperformed all the other techniques in terms of accuracy. The best technique available hence depends on the data set and the performance metrics being considered. The research issues that emerged at the start of the paper have also been answered. RQ1: How effective is a neural network over other dimensionality reduction techniques? We conclude that Artificial Neural Network outperformed the other techniques in 4 out of the 5 datasets considered for defect prediction. This show that Deep Learning can prove to be beneficial when the data under consideration has quite a large number of attributes. Kernel PCA comes out to be better amongst the other dimensionality reduction techniques.

RQ2: Can accuracy alone be used for the evaluation of a model? At times, the class imbalance can lead to accuracy paradox. Hence we cannot say that accuracy metrics always give the correct interpretations. Thus, alongside accuracy, we have also taken into consideration F1-scores and Area under the Receiver Operating Characteristic curve.

In future, we plan to improve the neural network model by changing various parameters which include the number of hidden layers, neurons in each layer, optimizers and the cost function. Various other techniques need to be an experiment for reducing the dimensionality of the parameters, and as per the current techniques, changing the number of components taken can also result in individual improvement. We also plan to test other classifiers such as Naive Bayes, K-Nearest Neighbors, Kernel Support Vector Machines and ensemble techniques such as Random Forest and compare the results to those found by using Decision Tree classifier.
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