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Abstract—Social media for news consumption is a mixed 
blessing. On the one hand, its low cost, easy access, and rapid 
dissemination of information over the social media.On the other 
hand, it enables the wide spread of “fake news” , i.e., information 
written intentionally to mislead the reader. The extensive spread 
of fake news has the potential for extremely negative impacts on 
individuals and society.Generally fake news detection methods 
classified into two categories.  
 
1) News content models.  
2) Social context models.  
 
Many people rely on social media sites and networks for daily 
news stories and often it is difficult to tell whether a news is 
credible or not.Fake news articles could be in the form of 
clickbait(These are stories that are deliberately fabricated to gain 
more website visitors and increase advertising revenue for 
websites.),propaganda(Stories that are created to deliberately 
mislead audiences, promote a biased point of view or particular 
political cause or agenda.),etc. 
 
Machine learning, an application of Artificial Intelligence that 
provides systems the ability to automatically learn and improve 
from experience without being explicitly programmed can be 
used to tackle these problems head on.Ours is an effort to use this 
technology to help reduce the problem of fake news in social 
platform such as Facebook, twitter, etc. 

In this approach, we propose a standalone Machine Learning 
Fake News Detection model which combines the news contents 
and social context features and classify the news content. 

1. INTRODUCTION 

The traditional algorithms rely on human developers to provide 
explicit instructions, machine learning allows data to guide the 
process. Using a training set comprised of representative data, 
the computer develops a model that can be compared against an 
expected output. The more data the computer takes into account, 
the more accurate and sophisticated its model becomes without 
developers having to write additional lines of code.The same 
advancements in storage and processing that have facilitated the 
rise of big data have also allowed machine learning to advance by 
leaps and bounds. The same advancements in storage and 
processing that have facilitated the rise of big data have also 
allowed machine learning to advance by leaps and bounds. 
Storage and processing frameworks like Hadoop and robust 
libraries for programming languages like R, Python, and Java have 
made it feasible for the first time to feed machine learning 
algorithms tremendous amounts of unstructured data. For data 
scientists, the ability to create algorithms that are guided by 
actual data is a huge advantage.For data scientists, the ability to 
create algorithms that are guided by actual data is a huge 
advantage. 

These days fake news are growing problems with huge 
ramifications in our society.The term ‘fake news’ became 
common parlance for the issue, particularly to describe factually 
incorrect and misleading articles published mostly for the 
purpose of making money through page views. NLP is a field in 
machine learning with the ability of a computer to understand, 
analyze, manipulate, and potentially generate human language. In 
this project, we are demonstrating the application on NLP for 
detecting ‘fake news’ i.e. the misleading news stories that comes 
from non-reputable sources. However, in order to solve this 
problem, it is important to understand what fake news is. Later, it 
is needed to look into how the techniques in the fields of machine 
learning, natural language processing help us to detect fake news. 
 
A. Objectives  
 
 a) To build a model that can differentiate between ‘real’ and 
‘fake’ news. b) To design and implement a system that overcomes 
the drawbacks of the existing systems. c) To design a system that 
is Cost effective, reliable and consumes less power. 
 
B. Scope  
 
Machine Learning is currently one of the hottest topics in IT. 
Technologies such as digital, big data, Artificial Intelligence, 
automation and machine learning are increasingly shaping future 
of work and jobs. is a specific set of techniques that enable 
machines to learn from data, and make predictions. When the 
biases of our past and present fuel the predictions of the future, 
it's a tall order to expect AI to operate independently of human 
flaws. The goal of our project is to create a model which can be 
used in social platform to detect any fake news which user shared. 

2. SYSTEM ARCHITECTURE 

A. Existing System 

There exists a large body of research on the topic of machine 
learning methods for deception detection, most of it has been 
focusing on classifying online reviews and publicly available 
social media posts. 
 
Conroy, Rubin, and Chen [1] outlines several approaches that 
seem promising towards the aim of perfectly classify the 
misleading articles. They note that simple content-related n-
grams and shallow parts-of-speech (POS) tagging have proven 
insufficient for the classification task, often failing to account for 
important context information. Deep Syntax analysis using 
Probabilistic Context Free Grammars (PCFG) have been shown to 
be particularly valuable in combination with n-gram methods. 
Feng, Banerjee, and Choi [2] are able to achieve 85%-91% 
accuracy in deception related classification tasks using online 
review corpora.  
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Feng and Hirst implemented a semantic analysis looking at 
'object: descriptor' pairs for contradictions with the text on top of 
Feng's initial deep syntax model for additional improvement. 
Rubin, Lukoianova and Tatiana analyze rhetorical structure using 
a vector space model with similar success. Ciampaglia et al. 
employ language pattern similarity networks requiring a pre-
existing knowledge base.  

Existing system block diagram 

 

B. Proposed System 

In this approach a model is built based on the count vectorizer or 
a tfidf matrix ( i.e ) word tallies relatives to how often they are 
used in other artices in your dataset ) can help . Since this 
problem is a kind of text classification, Implementing a Naive 
Bayes classifier will be best as this is standard for text-based 
processing. The actual goal is in developing a model which was 
the text transformation (count vectorizer vs tfidf vectorizer) and 
choosing which type of text to use (headlines vs full text). Now 
the next step is to extract the most optimal features for 
countvectorizer or tfidf-vectorizer, this is done by using a n-
number of the most used words, and/or phrases, lower casing or 
not, mainly removing the stop words which are common words 
such as “the”, “when”, and “there” and only using those words 
that appear at least a given number of times in a given text 
dataset. 
 

C. Sequence of steps involved 
 

 Exploratory Data Analysis. 
 Generate TFIDF and BOW vectors. 
 Feature engineering. 
 Test-Train split. 
 Training the models. 
 Prediction on test data. 
 Evaluating the model based on different evaluation 

metrics(f1 score,confusion matrix,etc) 

D. System Block Diagram 

 
 
Cleaning the training Data 
Cleaning of the data will be done to remove all the noisy data 
from the dataset to bring the data in the form suitable to feed to 
machine learning algorithms. It involves, removing all the html 
tags, punctuations, applying stemmers, stop words and so on. 
 
Generating Vectors for the text data 
Machine learning models cannot be operated on text data. Hence, 
we need to convert our text data into numerical form before 
feeding it to machine learning models. Our text data will be 
converted into vectors using TFIDF and Bag Of Words (BOW) 
algorithms. 
 
Test Train splits 
After cleaning the data and getting the vectors for the same, we 
will split the data generally in a ratio of 80:20. So, the 80% of the 
data will be used for training the model and the remaining 20% 
will be used for validation of the model and eventually getting its 
accuracy.  
 
Training the model 
Now, we will be training our model with the training data which 
we have prepared. Since this problem is a text classification 
problem, we will be using the naive bayes algorithm as it works 
best for text classification problems. 
 
Prediction on test set 
After the model is trained, we will predict the target variable for 
the test set and compare it with the actual data to evaluate the 
model and find its accuracy. 
 
Results and pickled model 
Since everything is done properly, we will now save our model in 
a pickle file so that we can readily use it without building it again. 
 
Naive Bayes Algorithm 
Naive Bayes is a simple technique for constructing classifiers: 
models that assign class labels to problem instances, represented 
as vectors of feature values, where the class labels are drawn 
from some finite set[14].Abstractly Naive Bayes is a conditional 
probabilistic model: given a problem instance to be classified, 
represented by a vector x=(x1,x2,....xn) representing some n 

features (independent variables), it assigns to thisinstance 
probabilities. 

 

In plain English, using Bayesian probability terminology, the 
above equation can be written as 
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In practice, there is interest only in the numerator of that fraction, 
because the denominator does not depend on C and the values of 
the features xi are given, so that the denominator is effectively 
constant. The numerator is equivalent to the joint probability 
model. 

 
which can be rewritten as follows, using the chain rule for 
repeated applications of the definition of conditional probability: 

 
Now, assume that each feature xi is conditionally independent of 
every other feature xj.This leads to approximation that 

 
Thus, the joint model can be expressed as 

 
Xgboost algorithm 
 
It is collection of decision trees. Initially the dataset assign same 
weights. Each decision tree contain model which will do 
predictions. It is possible that model do misclassifications(weak 
classifiers). Update(increase) weights. Then next DT will take 
max weights and do prediction. Again - misclassifications(weak 
classifiers). Update(increase) weights. And finally it take 
majority. 
 

 

3. HARDWARE SPECIFICATION 

Processor Intel(R) Core(TM) i7-
8550U CPU @ 1.80GHz, 
1992 Mhz, 4 Core(s), 8 

Logical Processor(s) 
OS Name Microsoft Windows 10 

Home Single Language 
RAM 8 GB DDR4 

Internal Memory 2TB 
Total virtual memory 9.75GB 

Available Virtual Memory 5.71GB 
Ram speed 2400MHz 

Bluetooth Version 4.2 
Wireless LAN 802.11 a/b/g/n/ac 

Clockspeed 1.6GHz 

4. SOFTWARE SPECIFICATION 

Jupyter notebook 
Angular 6 

Sublime Text IDE 
Ionic 

NodeJS 

5. PROJECT INPUTS AND OUTPUTS 

E. Dashboard 

Our website has a dashboard where user can get live feeds via 

google news api. 

 

F. Input details. 

User can enter any article that he/she come across on the 
internet or social media on the below textbox and our algorithm 
will predict whether the given news article is Fake or Real. User 
will also be able to view the related articles which our algorithm 
found across the web. 
 

 

G. Output Details 

Following is the sample output which will be displayed when 

user enters an article. 
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6. Applications 

 Validity Importance  
In various news networks where validity of information 
is of at most importance.  

 
 Organisations :- 

In various multinational or national organisations, to 
prevent misunderstandings and yet decreasing the morale 
of workers/employees.  

 

  Social Networks : - 
 In social networking sites, where a message being 
received can be identified as authentic or fake, thus 
stopping a rumour from going viral. 
 

 Mobile Application :-  
 It could also be used as a mobile application to verify the 
news a person might have heard during a verbal 
conversation. 

7. SUMMARY 

With the increasing popularity of social media, more and 
more people consume news from social media instead of 
traditional news media. However, social media has also 
been used to spread fake news, which has strong negative 
impacts on individual users and broader society. 

 
In thisarticle, we explored the fake news problem by 
reviewing existing literature in two phases: 
characterization and detection. In the characterization 
phase, we introduced the basic concepts and principles of 
fake news in both traditional media and social media. In 
the detection phase, we reviewed existing fake news 
detection approaches from a data mining perspective, 
including feature extraction and model construction. We 
also further discussed the datasets, evaluation metrics, and 
promising future directions in fake news detection 
research and expand the field to other applications 
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