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 Abstract: Health care is very important in our life. 
Nowadays, heart diseases are common reason of death in 
the world. According to WHO, each year 17.9 million 
people die from heart diseases i.e., 31% deaths worldwide. 
Out of them 17 million deaths occurs under the age of 70 
due to heart diseases. The reason of this can be address by 
behavioural factors like unhealthy diet, use of alcohol, 
tobacco etc. So we need to improve prediction system. For 
prediction many algorithm are used like SVM, Naïve Bayes 
classification, KNN, K-means etc. Here we can find 
different parameters to predict heart diseases. It can be 
helpful to reduce heart diseases. With use of data mining 
techniques we can get data from different source and then 
apply classification. By this technique we get better 
accuracy. The purpose of using this method is to get better 
performance of heart diseases prediction. For this 
prediction age, sex, blood pressure(BP), obesity, 
cholesterol, etc. are used.  

Key Words: Data mining, Heart diseases, Prediction, 
Classification, Naïve Bayes algorithm, Support Vector 
Machine(SVM).  

1. INTRODUCTION  

Data mining is the process which analysing the 
“knowledge discovery process in database(KDD)”.Data 
mining is the process of collecting information and used 
it for workable pattern, which is applicable in many 
gadget. There are many usage of data mining techniques. 
Prediction is one of them. At the end, we get useful 
details from that data. The following diagram shows the 
knowledge discovery process of data. 

 

 

 

 

 

 

Fig-1: Knowledge discovery process using data mining 
[25]. 

Steps for KDD process. 

First, Get the information about data. Select a dataset and 
create target dataset. And following steps are performed. 

1. Data Cleaning: Remove noise or unusable data. 

2. Data Integration: Combine multiple data source. 

3. Data Selection: Relevent data are retrieved from 
database. 

4. Data Transformation: Transform the data into 
appropriate pattern according to task. 

5. Data mining: Select the process from classification, 
regression, clustering etc.to extract pattern.  

6. Pattern Evaluation: This step evaluate the pattern. 

7. Knowledge Representation: get the discovered 
knowledge. 

Following are the types of data mining algorithms. 
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Fig-2: Basic schematic of data mining paradigm[14] 

Classification: It is process in which models are finding 
to describes and differentiate data classes. It derived 
according to training dataset. It is used for prediction of 
unknown class label. To classify the data classifier is 
used. The goal of classification is to give prediction 
accurately. Decision tree(DT), Support vector machine 
(SVM), Naïve Bayes, Neural network, Genetic algorithm, 
Fuzzy algorithm are different classification techniques. 

Classifiers are like age, BP, Cholestrol, etc for heart 
diseases prediction. If classifier needs to predict object it 
has many classes. Classification is part of data mining 
and machine learning techniques. 

2. LITERATURE REVIEW  

To manage the risk of heart diseases affecting millions of 
people around the world. This paper tried to analyse 
heart disease dataset using important types of data 
mining techniques in order to create a 100% accurate 
model based on datamining algorithm. The results 
obtained can be a key for gaining insights from the 
dataset, forecasting the heart diseases status of the new 
patients and get good techniques for improving the 
accuracy, efficiency, and quality of the care processes for 
heart disease.  

This paper has presented a naïve byes with SVM and 
implemented for the prediction of heart disease. This 
paper provides a systematic scheme for the heart 
diseases, and the relevant healthcare data is created by 
the use of UCI Repository dataset. Supervised learning is 
used for prediction. In this learning they used hybrid 
approach containing genetic algorithm and decision tree 
called as ensemble classifier, for better result. They give 
age, sex, BP, etc. risk factor as input of first stage. This 
data is preprocessed. Then the out of pre-processed data 
is given to ensemble classifier. Here, the features are 
initialized through decision tree and fitness is evaluated 
via genetic algorithm[1].Output of this classifier is give as 
input to find the type of heart dieases. Disicion tree 
contains training and testing phases. In training phase, 
the classifier gives the classification rate using number of 
DT. Classifier uses, the random optimized algorithm to 
give best tree model as output, in bagging it selects the 
random data replacing training data. Then 
CART(classification and regression) uses to get output. It 
gives type of heart attack as output. If there is any type of 
attack possibility is predicted then it will show the 
prediction by percentage value by the utilization of the 
regression method[1]. 

In this paper, DSS(Decision Support System) using Naïve 
Bayes algorithm. In this proposed system, first they 
collect the data such as age, sex, smoking details, blood 
sugar, type of chest pain etc. Which are given by users. 
Then they used Naïve Bayes classifier for supervised 
learning. It gives an independent variable as input. It 
reduced the time complexity and give better accuracy as 
compare to other techniques(Advance Encryption 
Standard) algorithm is used to secure the patient’s data. 
Its revealed that in regard to accuracy, the prevailing 
technique surpasses the Naive Bayes by yielding an 
accuracy of 89.77%in spite of reducing the attributes[2]. 

In this article, divide process into 3stages.In first stage 
pre-processing is applied to raw data. Raw data are age, 
sex, Cp(related to chest pain), cholesterol, etc. Data 
transformation is done in this stage. Data transformation 
is done to make this problem a binary class 
problem[3].Then this pre-processed data used as input of 
second stage and feature selection is applied to get 
output of relevant feature. In feature selection irrelevant 
data are removed. Gain ration is used to get score of 
given attributes. At last stage classification algorithm is 
applied. Here they applied Naïve Bayes algorithm and 
Random Forest Algorithm to predict heart diseases. They 
used database that is publicly accessible. Confusion 
matrix ROC curve and area under curve are evaluated. 

Here, three phases are applied to get prediction of heart 
diseases. Pre-processing is applied to first phase. In 
which data are filtered. In second phase different 
classification techniques are applied on output of phase 
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one. Classification accuracy, precision, recall and f-
measure will be used to evaluate the efficiency of the 
used techniques[4].Then they choose the highly efficient 
algorithms from the applied algorithms and then by 
applying hybridization, result is combine of choose 
algorithm. Phase three is Diagnose. In this, if the history 
of patient is available then compare it with result and 
then it predict heart disease. The main goal in this paper 
is to investigate available data mining techniques to 
predict heart disease and compare them, then combine 
the result from all of them to get most accurate result[4]. 

 In this article, KNN, SVM and ANN used for the 
prediction of heart diseases. Also compare the result of 
this three algorithm and also used ensemble classifier. 
They used multiclass and binary classification. Two 
types of evolution are used percentage split and cross 
validation. Binary classification is higher then multiclass 
classification. The result of percentage split is higher 
then cross validation. In this method, data get from 
dataset and then by applying feature selection data is 
selected that data is used as input of model. The data is 
split onto two parts: training and testing dataset. At last 
cross validation is applied. 

Here in this paper, different SVM models. The first stage 
uses a linear and L1 regularized SVM while the second 
stage uses L2 regularized SVM with different kernels 
including linear and RBF[17].In first step regularized 
linear model eliminate the irrelevant data. In second step 
is for prediction. At last they merged both the 
hyperparameter to get result in hybrid grid. For optimal 
search they used hybrid grid search algorithm. This 
proposed model improves the strength by 3.3%.It also 
give better result by using less features. It reduce the 
time so time complexity of proposed model is less. 

3. PROPOSED SYSTEM  

Following diagrams shows the proposed system of above 
survey. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig-3: Block diagram of proposed method 

Above Fig.3shows the block diagram of proposed 
method which shows the basic flow of our system. 

Step 1-Data Collection: There are many sources 
available to collect the data. Using that data we are 
collecting the dataset. 

Step 2-Data pre-processing: In this step we remove 
noise or irrelevant data and fill the data for missing 
values. 

Step 3-Feature selection: It is process in which we find 
relevant data for input. This is used to identify and 
remove unrelated data that is not useful for the model. 

Step 4-Implementation of algorithm: In this step, we 
take a data set of feature selection and predict heart 
diseases using ensemble classifier with SVM and naïve 
bayes algorithm. SVM uses mathematical function, 
known as kernel function. This function matches the new 
data from training data for prediction. Then that data is 
given as input to Naïve Bayes and it assumes the 
presence of a particular data in class is not related to 
presence of any other data.  

DATA COLLECTION 

DATA PREPROCESSING 

 IMPLIMENTATION OF ALGORITHM FOR 

PREDICTION 

PREDICTION OF DATA 

FEATURE SELECTION FOR DATA 
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Following fig.4 shows the block diagram of proposed 
method. First the data converted into small size using 
naïve bayes. It gives the presence or absence of data. 
Then using this data SVM is applied. SVM classify the 
data and give prediction. So here the combination of 
Naïve Bayes and SVM gives better result for heart 
diseases prediction. 

Step 5-Prediction: In this step our proposed system 
gives the predicted value. This value is also useful for 
future prediction. 

So this is the scenario of our model. 

 

Fig.4: Flow chart of proposed method 

4. CONCLUSIONS 

Many datamining techniques are used for prediction of 
heart diseases. By Comparing different algorithms like 
SVM, Random forest, decision tree, are applied on heart 
diseases dataset are obtained. Main parameters of this 
comparison give the sensitivity, accuracy, time 
complexity. By using the proposed system, it will help to 

get better prediction accuracy for heart diseases 
prediction.  
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