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Abstract - Telecommunication industries are growing 
rapidly, providing new and competitive services to the 
customers. This has led to a rapid increase in the churn rate 
in the telecommunication sector and has become a major 
problem for the telecommunication industries. Hence, 
customer churn prediction is crucial to predict the 
customers that are going to churn out and help plan 
retention campaigns to hold their existing customers. 
Customer data can be used to predict the customer behavior 
using machine learning algorithms and the 
telecommunication industries receive a lot of customer data 
every day. We perform supervised machine learning 
algorithms to predict customer churn along with taking into 
consideration the challenges that are faced during the 
development of the prediction model. 
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1. INTRODUCTION 
 
The figure of mobile phone users has reached 6.8 billion 
and the telecommunication industry has advanced rapidly 
since last years and which is getting close to the world 
population [1]. That is, the telecommunication industry is 
expected to be saturated, i.e. there will not be many 
customers who are not taking service from anyone. If the 
customer is not with you, it is most likely to assume that 
the customer is with some other competitive company. 
Hence, recruiting customers who are not using the service 
at all, or taking away the customers from the competitors 
is very difficult and also very costly. Therefore, retaining 
the existing customers is very important in the 
telecommunication industry to sustain in this competitive 
market as well as increase their earnings to maximum.  

There are two types of customers in telecommunication 
sector, post-paid and prepaid. Customers using the 
prepaid type of accounts have a larger probability of 
switching to other competitors as compared to the post-
paid customers at any time when they are unsatisfied with 
their current company services. Such customers affect the 
overall reputation of the company and may result in 
disesteem [2]. As a result, several telecommunication 
industries are predicting customer churn using a wide 
range of machine learning techniques. In this paper, we 

put forward various supervised machine learning 
algorithms to predict churn. These models are evaluated 
using various performance metrics viz; the accuracy 
calculated from the rate of true positives and false 
positives, recall, precision and f-measure. To overcome the 
issue of imbalanced class, several techniques are adopted 
to enhance the accuracy of the model that will be used for 
prediction. The objective of this particular research is to 
develop a suitable model that will be used in predicting 
the customer data which will give insights for making 
strategic decisions for customer retention.  

The model is validated on the data that is taken from IBM 
Sample data sets of CDR (Call Detail Record). Feature 
selection techniques such as correlogram matrix and chi-
square test are implemented in order to acknowledge the 
most significant features from the total number of features 
available in the CDR. Before feature selection the SMOTE 
sampling technique is used to balance the data set. 
Ensemble technique such as the Random Forest, has given 
favorable prediction performance and hence used to 
predict churn customers at a very large scale [6][2]. C5.0 is 
another tree-based model which performs well for 
classification problem and is fast to implement. Another 
classification model is KNN classifier which is good due to 
its feature of finding distance between each point of train 
and test value, which can sometimes give good results. 
Other than that, we use Logistic Regression with RFE 
(Recursive Feature Elimination), XGBoost and LightGBM 
for better accuracy.  

The rest of the paper is framed as: Part II provide the 
literature review. Part III states the proposed strategy for 
the implementation of predicting the churn customers. 
Part IV depicts the comparisons of the model 
performances along with visuals to get a quick insight on 
the comparisons. Finally, Part V includes the conclusion 
arrived from the implementations and the future work 
that can be adopted further. 

2. LITERATURE REVIEW 
 
2.1 Basic idea of churn prediction 

The papers reviewed reflected the basic idea of churn 
prediction using machine learning. It consists of pre-
processing the data, splitting the data into testing and 
training sets and then develop the models to get ideas and 
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facts on the problem, i.e. churn prediction. The most 
common way to define the best suitable model is by 
calculating the false positives, true positives, false 
negatives, and true negatives from the test data, which will 
then be used to calculate the accuracy and other measures. 
Majorly used and considered to be the best models for 
churn prediction are decision tree-based models. 

2.2 Challenges in churn prediction 
 

Data for churn prediction is majorly skewed, since the 
number of churners are very less compared to the non-
churners. The problem of over-fitting of the non-churners 
and under-fitting of our churners affects our model in a 
large way. For example, if we have a training data set 
where 90 percent of the customers are non-churners and 
10 percent of the customers are churners and our model is 
not detecting any churners, i.e. a completely incorrect and 
is of no practical value. Such a model will also be 90 
percent accurate. This is a major challenge that is faced 
during predicting churn. The solution to the class skew 
problem is oversampling and modern boosting methods. 

 

2.3 Oversampling 
 
Oversampling refers to the method of multiplying the 

minority class samples to an acceptable ratio to prevent 
the model from over fitting. Then, we can believe our 
model to be reliable to future predictions and 
observations without the model to correspond too closely 
to the data.  

 
The basic method: This is a manual approach which is 

the most simple way to handle under sampling or 
oversampling in data sets. Here, to balance the imbalanced 
data in data sets, an amount of the samples of the minority 
class are replicated i.e. the minority class is over-sampled. 
Other way is to eliminate some amount of the samples of 
the majority class i.e. the majority class is under-sampled. 
Yet, if we adopt this method to under-sample our data, it 
has a downside since it lays by the possibly significant 
samples in the majority class and hence can cast down the 
classifier’s performance. Besides, this method for 
oversampling do not deprave the classifier’s performance, 
though it most often take additional time to train the 
classier[4].  

 
The advanced method: This method uses advanced 

approaches for sampling possibly enclosing statistical 
approach or data mining to either prune the samples or 
merge the under sampling and oversampling strategy. 
Various examples of exceptional techniques for managing 
class imbalance problems are SMOTE- ”Synthetic Minority 
Over Sampling Technique”, MTD-(F), ADASYN-”Adaptive 
Synthetic Sampling Approach”, etc[4]. 

 
Random method: This method merges the majority 

class by randomly eliminating its samples, with the 

samples of the minority class or the minority class by 
randomly duplicating its samples, with the majority class 
[4].  

 

2.4. Boosting  
 
Boosting is a prevailing and an effective approach that 

seeks to “boost” the accuracy of every anonymous 
algorithm[6]. However, boosting is an algorithm that is 
uncontrollable. Maximum boosting algorithms engage 
iterative studying of the classifier, every time involving 
weak classiers so that it can close in alongside to a 
determinate strong classier. Every involved weak classier 
is generally given a weight in conformity with the accuracy 
further training it using the re-weighted training data. 
Refer Fig. 1 to have a figurative illustration of boosting. 

 

 
Fig -1: Boosting 

 

3. PROPOSED MODEL FOR CHURN PREDICTION 
 
3.1. Selecting data for churn prediction 
 

The selection of a data set from a choice of separate or 
distinct implicitly applicable ones seem to be nothing but a 
numerical comparison between the essentials of the 
business with the practicable data quality enumerated in 
the metadata description. The data set that we chose for 
predicting was a simple data set from kaggle. Table 1 
shows the features of the data set.  
 

 
 

Table -1: Features 
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3.2. Oversampling - SMOTE  
 

Considering our emphasis on making our data balanced 
in order to reduce false predictions we have performed 
oversampling using SMOTE (Synthetic Minority 
Oversampling Technique).  

 
A fresh and new method ”SMOTE - Synthetic Minority 

Oversampling Technique” was introduced by Chawla. The 
pseudo code of this algorithm and the details can be 
referred from [7]. The over-sampling method is a standard 
methodology to classify the imbalanced data [8]. This 
approach brings about artificial instances with leveraging 
the feature area instead of the data space. It is used to 
prevail the problem of over-fitting by amplifying the area 
of the resolution of the minority instances [4]. It can also 
be said that it creates artificial data rather than filled-in 
random over-sampling methods. Over-sampling was the 
first approach that established non-existent or replicated 
instances in the training data set so that the data space is 
accentuated along with battling the deficiency in the 
sample distribution [7]. Oversampling has acquired 
implausible effort in the examination of machine learning 
field over the last decade.  

 

3.3. Model Development 
 
Implementation of various models to predict churn on 

the data before and after oversampling the data, after 
splitting the data into test and train set. The train set 
includes the values in the churn column which is used to 
train the model and same model will be applied on test set, 
to test the quality of the model. Following are the different 
models used to predict churn with its implementation 
considering ensemble modeling and boosting methods for 
best results:  

 
Random Forest: Random forest, Fig. 2, like the name 

indicates, conforms a substantial number of unique 
decision trees that emits a class prediction and administer 
as an ensemble. Finally, the model’s prediction is decided 
to be the class with the maximum votes. 

 
 A great number of relevantly uncorrelated models is 

the reason that the random forest model strives so well i.e. 
the individual trees administering as a committee 
performs better than any of the individual component 
models. 
 

 
Fig -2: Random Forest 

 
C5.0: As much as there are multiple implementations of 

decision trees, one of the most renowned decision tree 
algorithm is the ”C5.0 algorithm”. The C5.0 algorithm has 
grown to be the industry metric for generating decision 
trees, as it does well for majority of the kinds of challenges 
straight out of the box. In comparison to more advanced 
and complicated machine learning models, the C5.0 
algorithm usually perform almost as well but are much 
lighter to understand and deploy. 

 
KNN Classifier: “The k-nearest neighbors (KNN) 

algorithm” is an absolute and easy to implement machine 
learning algorithm. It makes an assumption that alike 
entities exists in closeness to each other. 

 

 
 

Fig -3: KNN Classifier 
 

In the Fig. 3, majority of the time, the data points that 
are similar to each other are near each other. For this 
algorithm to be useful, it assumes this to be true. The KNN 
algorithm determines the proximity by calculating the 
distance between the points on the graph.  
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Logistic Regression + RFE: Logistic regression predicts 
the probability of a classification by calculating the 
relationship between one or more independent features 
with a dependent variable. Definitively, logistic regression 
predicts the chances of a data point that belongs to the 
default bracket. 

 
Recursive Feature Elimination (RFE) iteratively 

builds a model by choosing the worst or best performing 
feature, digressing the feature further redo the process 
with the remaining features repeatedly until all the 
features in the data set are burned out. The goal of RFE is 
to select features by repeatedly considering diminutive 
batches of features.  

 
XGBoost Classifier: XGBoost is the implementation of 

the gradient boosted tree algorithms that is commonly 
used for classification and regression problems. Gradient 
boosting is an algorithm consisting of a group of weaker 
trees that add up their calculations to predict a target 
variable with better accuracy. 

 
Tuning XGBoost Parameters: For bigger data sets, 

training time is greater and expensive too. Hence, it is 
significant to appreciate the behaviour of the parameters 
and focus on the phases that we anticipate to impact our 
results the most. We had to tune about 4 of the hyper 
parameters that are normally having a large impact on the 
performance. 

 
LightGBM Classifier: Another ”gradient boosting 

framework” that uses decision tree based learning 
algorithms that is used for classification and ranking is 
LightGBM. Some advantages of LightGBM are speedy 
training and greater efficiency and accuracy. This 
algorithm can handle huge volume of data and uses lesser 
memory. LightGBM also abides parallel and GPU learning. 

 

3.4. Model Evaluation 
 
Confusion Matrix: Table 2 and 3, is a summary of 

prediction results of a classification model which defined 
as the confusion matrix. This matrix exhibits how after 
making predictions our classification model is confused. It 
gives perception into the errors and the types of errors of 
the classifier. 
 

 
 

Table -2: Confusion Matrix 

 
 

Table -3: Definition of terms 
 

Measures of evaluation: In this research, the aimed 
model is evaluated with measures known and defined 
below. Equation 1 defines the accuracy measure. It is the 
number of samples that were classified correctly[2].  

 

          
(         )

(                     )
                    ( ) 

  
Recall is the ratio of the number of instances that were 

correctly classified and the total number of positive 
instances. If this value is high, we can know that the 
classification is done correctly since the number of 
instances that are incorrectly classified as negative is low. 
It is calculated by using Equation 2 

 

        
(   )

(         )
                                                      ( ) 

 
Precision is derived by dividing the sum of positive 

instances that are classified correctly by the sum of all the 
positive instances that are predicted. If this value is high, 
we can assure that if the model is predicting an instance to 
be positive, that instance is believed to be positive since 
the number of instances that are incorrectly classified as 
positive is low. It is calculated by using Equation 3. 

 

           
(   )

(         )
                                                ( ) 

 
High recall with low precision means that majority of 

the positive instances are correctly recognized (low FN) 
but there are a lot of false positives. Low recall with high 
precision means that we missed a lot of positive instances 
(high FN) but the ones that we predicted as positive are 
indeed positive (low FP). 

 
F-measure helps to have a measurement that 

represents Recall as well Precision. F-measure is 
calculated using the Harmonic Mean instead of the 
Arithmetic Mean. F-measure can be calculated using 
Equation 4 

           
 (                      ) 

(                   )
              ( ) 

 
The model with the highest accuracy or least false 

negative ratio can be considered for predicting future 
churn customers. 
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4. COMPARING MODEL PERFORMANCES  
 
We developed model using Random Forest, C5.0, KNN 
Classifier, Logistic Regression, Logistic Regression with 
Recursive Forward Elimination, XGBoost and LightGBM on 
the data set before and after oversampling. Table 4 shows 
the measures of each models before oversampling. Table 5 
shows the measures of each models after oversampling. 
The minority class was over sampled to the ratio of 70-30 
percent with the majority class. 
 

 
 

Table -4: Measures of all the implemented models before 
oversampling 

 

 
 

Table -5: Measures of all the implemented models after 
oversampling 

 

 
 

Chart -1: Measures of all the implemented models before 
oversampling 

 
 

Chart -2: Measures of all the implemented models after 
oversampling 

 

 
 

Chart -3: Accuracy before and after oversampling 
 

 
 

Chart -4: Recall before and after oversampling 
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Chart -5: Precision before and after oversampling 
 

 
 

Chart -6: F-measure before and after oversampling 

 
 

Chart -7: FNR before and after oversampling 
 
Boosting methods and RFE has the lowest FNR value. 
Random Forest and Logistic Regression have good 
accuracy although in an imbalance data set it is 
recommended to rely on a lower FNR rather than a higher 
accuracy. 
 

5. FUTURE SCOPE AND CONCLUSION 
 
In this research, we are handling an investigation by 
observing the prediction of customer churn based on real 
data set where we will know the customers with the 
highest probability of churning out and respective 
retention actions can be planned for them. This means that 
we can only prioritize of customers using the most 
accurate churn prediction model. However we would also 
want to identify the customer’s need based on the 

behaviour of his/her churn which are lacked by our 
organisation and the reason of his/her churn. 
 
In this study, we are calculating various performance 
metrics and concluding the best customer churn model on 
our data set. The evaluation matrix performances can help 
determine which model is the most accurate for our given 
data set. Keeping in mind the problem of the class skew, 
we used advanced sampling technique such as SMOTE as 
well as other modern techniques such as boosting,. 
Analysing the performance measures of each of our 
models, we can conclude LightGBM to be the best 
performing model for the given data set with low false 
negative ratio and high accuracy on over sampled data. 
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