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Abstract - Image captioning, primarily means giving a 

suitable caption to an image. The task of Image captioning 
needs to evaluate an image, with respect to the subjects 
and objects in the image, the relationship between these 
semantic details needs to be determined accurately along 
with other attributes and features present in the image. 
Once this identification is done, a grammatically correct 
caption that best describes the image must be generated. 
Despite the advancement in technology, Image captioning 
remains a challenging task that employs  both, Computer 
Vision for image identification and Natural Language 
Processing for generation of the image captions. However, 
with extensive research in this domain,several methods 
employing Deep Learning techniques have been adopted. 
In this paper, we present a survey on the several methods 
adopted for this task. We first briefly introduce methods 
that do not employ deep learning, primarily template and 
retrieval based. Then we move onto Deep Learning based 
methods that are further classified into categories based 
on the architecture they adopt. Each category is examined 
thoroughly and the most relevant models are compared on 
benchmark datasets. Finally, the future aspects of research 
in this domain are discussed.  
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1. INTRODUCTION  
 
Images have become an unavoidable medium of 
communication in the modern era. Millions of images are 
generated everyday all around the world. In today’s 
time, Artificial Intelligence is progressing at a really fast 
pace and is making its way into most of our daily 
activities. Researchers are leaving no stones unturned in 
order to examine the capabilities of AI in terms of 
solving most of the problems out there. Companies like 
Google are heavily invested in research pertaining to this 
domain. A great example of which can be seen in Google 
Lens. Google Lens is an image recognition technology 
that is capable of describing images and objects 
subjected to a smartphone’s camera. It is used by 
travelers and people who are at new places and would 

want to know about the things they see but are somehow 
not able to ask around. In all, Google Lens is capable of 
generating information about a particular image and 
making sense out of it.  

Images are capable of giving out a lot of information. It 
may have context to the events happening within the 
image but this not being detected by image captioning 
models is still a big research problem. For humans, it 
may still be an easy task to interpret the details of the 
image having had a context for the same; but enabling 
that for machines is a challenge. Social media platforms 
such as Facebook and Twitter are capable of describing 
the images and giving the captions. The captions may 
include minute details such as our location (e.g., beach, 
cafe), our appearance and importantly what activities 
are being captured in the image. Over the years, lots of 
work has been carried out to provide efficient solutions 
for this problem. A lot of models have been developed 
and a large number of articles have been published on 
image captioning with deep machine learning being 
popularly used. Deep learning algorithms can handle the 
complexities and challenges of image captioning quite 
well. Efforts are being made to improve the existing 
methods and take it on par with human intelligence 
when it comes to generating captions for images and 
using context in order to completely comprehend the 
image. As information systems generate more data that 
facilitate creation of more accurate models, the learning-
based image captioning has become a sought-after 
research area. In this paper, we will be reviewing the 
recent work done with respect to the problem of image 
captioning. We will compare and contrast the recent 
findings in order to evaluate the efficiency of the models 
against each other. To provide access to an array of 
information on the central topic, we present a survey 
based on the deep learning-based papers on image 
captioning. 

2. IMAGE CAPTIONING TECHNIQUES 
 
There are a lot of ways by which image captioning 
models can be built and this section deals with the most 
common techniques known to us and a brief overview 
on the work that has been done in each technique. We 
will be discussing Retrieval-Based Image Captioning, 
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Template-Based Image     Captioning and Deep Learning-
Based Image Caption. 
 

2.1 Retrieval-Based Image Captioning 
 
Retrieval-based Image Captioning has been a well-
known approach for quite a long time. A lot of initial 
models for Image Captioning have been developed using 
this technique. As the name suggests, in this technique 
the caption is generated by selecting or retrieving the 
most probable caption from a predefined collection of 
captions. This technique involves finding visual 
similarities between the query image and the training 
dataset. 

    For a given image that is being queried and whose 
caption is to be generated, this technique involves 
plotting the image into the meaning space by solving a 
Markov Random Field, and the semantic distance 
between these images is deduced by Lin similarity 
measure [40] and each existing sentence is parsed with 
the help of Curran and Clark parser [41]. After which, the 
caption which is deduced to be closest to the given query 
image will be considered as a caption of the queried 
image. Ordonez et al. [42] firstly used global image 
computing to extract a group of images from a web-
scale; basically, web-scale is a combination of captioned 
images. 

    In image captioning, according to Hodosh et al. [43] 
the problem of image captioning can be seen as a task of 
ranking. With respect to a particular image, the caption 
that correlates with the content of the image or the 
caption which is successful in accurately describing the 
content of the image will be given a higher rank. For this 
purpose, the authors propose the Analysis of Kernel 
Canonical Correlation method [44,45] that correlates 
maximum training images and their captions to align the 
images and the text as per their affinity. This method will 
be helpful in efficiently ranking the captions and 
therefore the caption with the highest relatability or 
correlation will be retrieved. 

    Notwithstanding the promising nature of the proposed 
model, there are several limitations with this method. 
First, the captions that are being assigned (due to the 
correlation or otherwise) are well-constructed sentences 
provided by humans. By default, this means that the 
assigned caption will be grammatically correct. 
Providing description of the images with sentences that 
have been predefined cannot help in generating captions 
for new object mixtures. The retrieved caption might not 
be relevant to a new change in the picture and the model 
may also be incapable of adapting to minute changes 
within the picture.  

2.2 Template-Based Image Captioning  
 
One other common method used in early image 
captioning is template based. The central idea here is to 

detect a set of visual attributes, objects and relationships 
with other objects first. Templates or specific grammar 
rules are then used for generating sentences that split 
sentences into its components like nouns, verbs, objects 
etc. These sentence fragments are then mapped with the 
target visual elements to predict the components of the 
sentences that can possibly be used to generate the final 
sentence and evaluate its correlation with the image 
components using various evaluation methods. 
 
Yang et al. [10] first detects objects and scenes in the 
images using detection algorithms[11],[12]. Then a 
sentence template that uses a quadruplet consisting of 
Nouns-Verbs-Scenes-Prepositions is employed. A 
language model[14] is then utilized to predict the 
quadruplet that can be used to generate captions. Finally, 
the Hidden Markov Model (HMM) inference is used to 
obtain the quadruplet with the highest log-likelihood 
and the image caption is produced by filling the sentence 
structure by the chosen quadruplet. Similarly Kulkarni et 
al. [13] employ object detectors to determine the image 
contents and then send recognised image contents into 
attribute classifier and prepositional relation function to 
get some information on the attributes of the image 
components and information on prepositional relations 
between objects. Finally, a Conditional Random 
Field(CRF) is employed to determine the final 
description of the image contents that is then used as the 
image caption. The previous models both use words, 
however, phrases tend to give out more information as 
they are a combination of several words. Thus methods 
employing phrases are proposed as sentences produced 
using phrases rather than words tend to present more 
information. Ushiku et al. [15] propose a novel method 
called Common Subspace for Model and Similarity. The 
method withdraws phrases from training captions. The 
phrases extracted are then mapped with the image 
features into a single subspace where similarity based 
and model based classification are integrated to learn a 
classifier for each phrase.  In the testing stage, phrases 
estimated from a query image are connected by using 
multi-stack beam search [16] to generate a description.  
Despite template based captioning being capable of 
producing sentences that are syntactically correct and 
descriptions that are more relevant than retrieval-based 
methods, there are several disadvantages of using 
template-based methods. Firstly, due to the general lack 
of visual models and the captions generated using this 
method are dependent on the image content identified 
by visual models, the complexity, structure, novelty and 
creativity of the generated captions is severely limited. 
Secondly, following a strict template or structure for 
caption generation makes the generated captions seem 
less natural in comparison to the human-generated 
descriptions. 
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2.3 Deep Learning-Based Image Captioning  
 
The crucial benefit of deep convolutional neural 
networks (CNN) is very useful. Image captioning has in 
recent years garnered more research focus in AI. It has 
many uses, since it mainly generates an automatic 
sentence description for an image. It allows computer 
systems to recognize images for mainly education 
purposes, sentiment analysis, an aid for the visibly 
impaired, etc. The model must be accurate enough to 
understand the various relations between various 
objects, and express that in a correct semantic manner in 
natural language. Image captioning methods primarily 
make use of the template-based methods, that requires 
describing the diverse elements (objects) in addition to 
their relationships and attributes. 
 
    These techniques are mainly based on the encoder-
decoder methodology that includes two simple steps. 
Firstly, using CNN, Image features are deduced to encode 
the image into a hard and fast period embedding vector. 
Secondly, generating a language description usually a 
recurrent neural network is used as a decoder. 
 
    CNN-RNN framework based image captioning 
technique have two drawbacks in training phase: 
 
1)    Each caption gets equal importance without their 
individual importance 
2)    Objects may not be correctly recognized during 
caption generation  
 
During the training phase, as per the relation between 
image and words different weights are assigned. In 
addition to maximizing the agreement-score among the 
captions produced through the captioning methods and 
the reference data from the adjoining images of the 
intentional images that can limit the issue of not 
recognizing correctly an image.  
 
Despite the existence of several categories of deep 
learning methods including multimodal space, encoder-
decoder architecture, attention based, novel object 
based, language models based on LSTM, we shall focus 
on three of the most relevant categories, Multimodal 
Space, Language Models and Encoder-Decoder 
Architecture. 
     

3. IMAGE CAPTIONING METHODS BASED ON 
DEEP LEARNING 
 
3.1 Multimodal Learning 
 
Template based and retrieval based image captioning 
methods impose restrictions on generated sentences in 

generation phase. Methods using deep neural networks 
that do not depend on existing captions about structures 
of sentences can produce more communicative and 
adjustive sentences with more affluent structures. Using 
multimodal neural networks is one of the few methods 
that rely on pure learning to create image captions. Here, 
using deep convolutional neural networks, image 
features are first removed. Then, the extracted image 
feature is sent to a neural language model, which maps 
the image feature with the common word features and 
performs word predication trained on the image feature 
and previously generated context words. A general 
structure of image captioning methods employing 
multimodal learning is presented in Fig - 1.  
 

 

Fig -1: Multimodal space based image captioning, A 
Comprehensive Survey of Deep Learning for Image 

 
A neural language model which is dependent on image 
inputs is suggested by Kiros et al. [1] for generating 
image captions. In their method, a log-bilinear language 
model[26] is adapted, where an image feature is added 
as an extra bias to help predict the probability of 
generating a word along with the support of previously 
generated words. Feature learning is employed by back 
propagating gradients from the loss function through the 
multimodal neural network model. 
 
This model allows the generation of the captions word 
by word, with each individual word being generated by 
conditioning on both the previously generated words 
and the visual features. 
 
To generate novel captions, Mao et al. [25] proposed a 
multimodal Recurrent Neural Network(m-RNN). This 
method extracts visual features by using a deep 
convolutional network(CNN) and sentences by using a 
deep recurrent neural network(RNN) with a multimodal 
part as the language model. The images and sentences 
are both used as input in this method where the CNN and 
RNN both interact with each other in the multimodal 
layer. For the generation of the next word the probability 
distribution is calculated where the new word is 
conditioned on the input image and the previously 
generated words. This RNN model consists of five layers 
in a single time frame consisting of two word embedding 
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layers, a recurrent layer, a multimodal layer and a 
SoftMax layer[25]. Various other methods utilize 
predefined word embedding vectors for the initialization 
of their language model, however, this method randomly 
initializes the word embedding vectors which are later 
learnt from the training data. 
 
In Schuster and Paliwal’s method, image regions are 
aligned and represented by a CNN and sentence 
segments characterized by a Bidirectional Recurrent 
Neural Network[27] are used to train a multimodal 
Recurrent Neural Network model to generate descriptive 
captions for image regions[28]. After image region 
representation, visual and textual data are mapped into a 
mutual space and each region feature is linked to the 
textual feature that describes the region. The associated 
two modalities are then used to train a multimodal 
Recurrent Neural Network model, that can be used to 
find the probability of generating the next word given an 
image feature and context words. To assuage the 
weakness of learning long term dependencies[29,30] in 
image captioning in RNN, Chen and Zitnick suggest to 
dynamically shape a visual representation of the image 
while a caption is being generated for it, so that long 
term visual impressions can be evoked during this 
process[31]. This reverse projection is made possible 
due to the RNN having an additional recurrent visual 
hidden layer. 
 

3.2 Encoder-Decoder Framework 
 
Taking inspiration from the encoder-decoder framework 
in neural machine translation[100] which was originally 
used to translate sentences and phrases from one 
language to another, the encoder-decoder architecture 
has been adopted to perform the task of image 
captioning by giving an image as the input and receiving 
the output as a sentence. The general working of this 
architecture includes an encoder neural network that 
extracts global image features which are then fed to as 
input to a decoder that consists of a recurrent neural 
network to produce a caption word by word. The general 
structure of this framework is shown in Fig.-2. 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 

 
 
 
 
 
 
 

Fig -2: Encoder Decoder, A Comprehensive Survey of 
Deep Learning for Image Captioning 

 
An encoder-Decoder framework that effectively unifies 
joint image-text embedding models with multimodal 
neural language models is introduced by Kiros et al.[1]. A 
deep Convolutional Neural Network (CNN) is used to 
encode the visual data whereas the textual data is 
encoded by employing a Long Short-Term (LSTM) 
Recurrent Neural Network. The image features from the 
deep CNN are projected into the embedding space of the 
hidden states of the LSTM. Then by minimizing a 
pairwise ranking loss, the ranking of the images and 
descriptions is learnt. This completes the encoder part of 
the framework. For the decoder, a novel structure-
content neural language model is employed to decode 
image features conditioned on context word feature 
vectors, thus resulting in generation of novel captions 
word by word. 
 
Vinyals et al. [2] also inspired by neural machine 
translation put forth a method called the Neural Image 
Caption Generator (NIC). The NIC uses a novel method 
for batch normalization of the encoder which is a 
Convolutional Neural Network(CNN). The image features 
extracted from the last hidden layer of this CNN are then 
fed as input into the decoder which is an LSTM capable 
of keeping track of objects that have previously been 
recognized or described. The model is trained by 
maximizing the likelihood of sentence image pairs in the 
training set.  
 
Once the model is trained, either sampling or beam 
search can be used to make the predictions of possible 
word sequences that can be used as captions. 
 
In the previous models, the image information was fed 
just once, in the initial state of the LSTM thus leading to 
the issue of vanishing gradient thus leading to difficulty 
in producing long length sentences[3, 4]. To solve this 
issue of vanishing grading Jia et al.[5] proposed a guided 
LSTM(gLSTM). Global textual information is added to 
every gate and cell state of the LSTM. The textual 
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information is extracted using several different methods. 
A multimodal embedding space can be used to extract 
the semantic information. Or textual information can be 
extracted from image captions retrieved by a cross-
modal retrieval task. 

 
Fig -3: A block diagram of a semantic concept-based 
image captioning, A Comprehensive Survey of Deep 

Learning for Image Captioning 
 
The issue with unidirectional sentence generation 
models is while they may include past textual context, 
they are still limited to retain future context in case of 
forward direction and vice versa in case of backward 
direction. Thus unidirectional models cannot produce 
contextually rich sentences. A bidirectional model tries 
to overcome this issue and utilise past and future 
dependence to give a prediction. Furthermore, certain 
object detection and classification methods [6, 7] have 
demonstrated that deep hierarchical models perform 
better learning in comparison than relatively shallower 
models. Thus Wang et al.[8]  propose a deep 
bidirectional LSTM as the decoder in the encoder 
decoder framework. The bidirectional model is fed 
sentences from both forward and backward order to 
make use of past and future context information. The 
proposed model consists of three modules; to begin with, 

a CNN is used for encoding image inputs. The second 
module is a Text-LSTM(T-LSTM) for encoding the 
sentences provided as inputs. The third module consists 
of a Multimodal LSTM (M-LSTM) for fusing visual and 
textual feature vectors into one single semantic space 
and then decoding it to a sentence. Two separate LSTM 
layers are used to implement the bidirectional LSTM(bi-
LSTM) for the computation of forward and backward 
hidden sequences. 
 

 

Fig -4: LSTM cell, Image Captioning with Deep 
Bidirectional LSTMs 

 
Additionally, the paper proposes two variants of the bi-
LSTM to make the model deeper. For the first variant, 
multiple LSTMs are stacked on top of each other and is 
called the Bi-S-LSTM. The second variant proposes using 
a fully connected multilayer perceptron (MLP) as an 
intermediate transition layer and the model is called the 
Bi-F-LSTM. This prevents the parameter size from 
growing dramatically while increasing the network 
depth of the LSTM. Thus long term visual interactions 
can be easily learnt. 

 
Fig -5: Examples of generated captions for Wang et al. [8] for given query image on MSCOCO validation set. Blue-colored 

captions are generated in forward direction and red-colored captions are generated in backward direction
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Most encoder-decoder models used in image captioning 
are designed using a single LSTM (Long Short Term 
Memory) whose textual encoder and decoder are 
embedded in one layer limiting its capacity to perform a 
complex task such as image captioning. Moreover, 
increasing the ‘vertical depth’ of encoder decoder 
networks is an issue that remains to be unsolved. To 
solve this issue, Xiao et al.[9] propose a model that fuses 
the visual and textual semantics before decoding. The 
model separates the encoder and decoder to separate 
LSTMs to create a Deep Hierarchical Encoder-Decoder 
Network (DHEDN). 
 
The base model consists of four modules, to begin with 
they have a deep CNN for encoding image features. The 
second module is a Sentence-LSTM (S-LSTM) encoder 
used for encoding sentence inputs. The third one is the 
most crucial one, the Vision-Sentence Embedding LSTM 
(VSE-LSTM) used for fusing the CNN visual features and 
the S-LSTM sentence feature into a single joint semantic 
space. Finally, the image features, sentence encoded 
features and vision sentence embedded vector are 
decoded using a Semantic Fusion LSTM (SF-LSTM) 
decoder into the target sentence.  
 

3.3 Language Models 
 
As previously may have been discussed, Image 
Captioning is an interdisciplinary problem that requires 
solutions from computer vision as well as natural 
language processing(NLP). Using computer vision 
techniques, we are able to derive insights from a 
particular image but to use them in order to generate the 
caption, which is our final output, is possible using NLP. 
NLP tasks, in general, can be formulated as a sequence to 
sequence learning. In order to fulfill this task, various 
neural language models have been proposed. Few of 
which include neural probabilistic language model [20], 
log-bilinear models [21], skip-gram models [22], and 
recurrent neural networks (RNNs) [23]. Up until the 
recent past, RNNs have commonly been utilized in 
different Sequence Learning Tasks. Nonetheless, 
traditional RNNs experience the ill effects of vanishing 
and exploding gradient problems and are unable to 
sufficiently deal with long-term temporal dependencies. 
 
In order to overcome this, LSTM[31] networks can be 
useful. LSTM networks are a type of RNN that consists of 

special units along with standard units. To store and 
preserve information in memory for longer periods of 
time, LSTM units use memory cells. This advanced 
version of RNNs has widely been used over the years for 
fulfilling tasks that involve sequence to sequence 
learning. Alternatively, we have a Gated Recurrent 
Unit(GRU) [32] which has a similar structure to LSTM 
but has a few minor differences. GRUs use fewer gates to 
control the flow of information. Additionally, GRUs do 
not use separate memory cells. However, LSTMs do not 
take into account the underlying hierarchical structure 
of a sentence. Due to long-term dependencies, they also 
require significant storage through a memory cell. 
 
On the other hand, CNNs are able to learn the internal 
hierarchical structure of the sentences. They are also 
able to process faster than LSTMs. Gu et. al. [33] 
proposed an image captioning method which is based on 
the CNN language model. However, it needs to be 
combined with a recurrent neural network (RNN) to 
model the temporal dependencies properly as language-
CNN alone cannot fulfill the dynamic temporal behavior 
of the language model. 
 
CNN architectures are used in another sequence to 
sequence tasks. For example, conditional image 
generation [34] and machine translation [36, 37, 35] 
where the models have been able to overcome 
previously mentioned dependencies. On account of the 
immense success of CNNs in sequence learning tasks, 
Aneja et. al. [38] proposed a convolutional image 
captioning technique that uses a feed-forward network 
without any recurrent function unlike the above-
mentioned technique[33]. The proposed convolutional 
architecture consists of four components viz. Input 
embedding layer, image embedding layer, convolutional 
module, and the output embedding layer (consisting of 
classification and training modules). This architecture is 
evaluated on the remarkable MSCOCO dataset. The 
results indicate that the convolutional approach 
performs on par with LSTM-RNN based architectures. It 
also suggests that adding an attention mechanism[37, 
35] to the preexisting CNN architecture improves its 
performance and outperforms the LSTM-Attention-
based line[39]. The results also support the fact that CNN 
models with additional 50% parameters can be trained 
in a comparable time since the sequential processing 
that takes place in RNN need not happen here. 
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Fig -7: Examples of image captioning results obtained based on different methods. 

 

4. EVALUATION METRICS 
 
In order to determine the effectiveness of the models in 
terms of generating image captions, we will juxtapose 
the results of different models that have been a part of 
this study using the evaluation metrics available for the 
said purpose. It is necessary to examine the competence 
of the system-generated captions and those described by 
humans. For this purpose, the globally accepted and 
available evaluation metrics are described in detail in the 
subsequent paragraphs. 
 

4.1 Bilingual Evaluation Understudy(BLEU)[16] 
 
In this metric, a basic approach is followed where the 
generated caption is matched against a set of predefined 
texts interpreted by humans. The main purpose of this 
metric is to determine the affinity of the system-
generated caption with the expected output, usually 
given by humans, and calculate a score based on the 
affinity. However, syntactical correctness is not a deal 
breaker in this metric in order to calculate the score. 
Lastly, the comprehensive quality of the system-
generated text is determined by an average score. The 
BLEU metric heavily depends on the number of expected 
interpretations i.e. reference texts provided and the size 
of the system-generated text. 

4.2 Recall-Oriented Understudy for Gisting 
Evaluation (ROUGE) [17] 
 
ROUGE can be termed as a collection of metrics which 
matches pairs and sequences of words (basically, n-
gram) with human-generated summaries and reference 
texts in order to calculate a score. There are different 

ROUGE metrics based on the intended task. Some of 
which include ROUGE-N, ROUGE-W, ROUGE-S, ROUGE-L, 
and ROUGE-SU. Each of these previously mentioned 
metrics will be used for evaluating a different set of 
characteristics within a sentence. In one of the analyses, 
you may see ROUGE-L being used which is based on the 
Longest Common Subsequence and evaluates the score 
by identifying the longest co-occurring sequence of n-
grams in the sentence. 

4.3 Metric for Evaluation of Translation with 
Explicit ORdering (METEOR) [18] 
 
Another distinct metric that helps in computing and 
scrutinizing system-generated language is METEOR. The 
system-generated captions and human interpretations 
are both matched under a generalized unigram. A score 
is then calculated based on the similarity between the 
two counterparts. In the case of multiple interpretations 
or possibilities, the best score will be chosen from the 
distinctly calculated ones. 

4.4 Consensus-Based Image Description 
Evaluation (CIDEr) [19] 
 
As the name suggests, this evaluation metric is based on 
a consensus, that is relevant to the most number of 
candidates. For a particular image, this metric will 
require a set of human interpretations intended to work 
as a caption for that image. With the availability of 
abundant human descriptions for a single image, this 
metric will measure the closeness or similarity of these 
references to the system-generated caption and will give 
a score based on the consensus achieved i.e. similarity 
with the majority of the references provided by humans. 
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5. RESULTS 

Table-1: Performance of different image captioning methods on three datasets and commonly used evaluation metrics. 

Dataset Method BLEU-1          BLEU-2      BLEU-3         BLEU-4         METEOR         

 
  

Flickr8k 
  
  

Karpathy et al. 
2015[28] 0.579 0.383 0.245 0.160 - 

Mao et al. 2015 [25] 0.565 0.386 0.256 0.170 - 

Jia et al. 2015 [5] 0.647 0.459 0.318 0.216 0.202 

Wang et al. 
2016[8] 0.655 0.468 0.320 0.215 - 

Gu et al. 2017[ 33] - - - - - 

Aneja et al. 2018 [38 ] - - - - - 

Xiao et al. 2019[9] 0.651 0.470 0.326 0.220 0.201 

 
  

Flickr30k 
  
  

Karpathy et al. 
2015[28] 0.573 0.369 0.240 0.157 - 

Mao et al. 2015 [25] 0.600 0.410 0.280 0.190 - 

Jia et al. 2015 [5] 0.646 0.466 0.305 0.206 0.179 

Wang et al. 
2016 [8] 0.621 0.426 0.281 0.193 - 

Gu et al. 2017[ 33] 0.714 0.540 0.395 0.282 0.211 

Aneja et al. 2018 [38] - - - - - 

Xiao et al. 2019[9] 0.653 0.468 0.329 0.229 0.190 

 
  

MSCOCO 
  
  

Karpathy et  al.  
2015[28]      0.625  0.450     0.321 0.230 0.195 

Mao et al.  
2015 [25] 0.670 0.490 0.350 0.250 - 

Jia et al. 2015 [5] 0.670 0.491 0.358 0.264 0.227 



          International Research Journal of Engineering and Technology (IRJET)       e-ISSN: 2395-0056 

                Volume: 07 Issue: 10 | Oct 2020                 www.irjet.net                                                                       p-ISSN: 2395-0072 

 

© 2020, IRJET      |       Impact Factor value: 7.529      |       ISO 9001:2008 Certified Journal       |     Page 1957 

Wang et al. 
2016[8] 0.672 0.492 0.352 0.244 - 

Gu et al. 2017 [33] 0.726 0.554 0.411 0.308 0.246 

Aneja et al. 2018 [38] 0.711 0.538 0.394 0.287 0.244 

Xiao et al.2019[9] 0.728 0.560 0.423 0.321 0.255 

Table 1 shows the results of the most relevant models on Flickr8k, Flickr30k, MSCOCO datasets using evaluation metrics 
like BLEU-1,2,3,4 and METEOR. As the table suggests Mao et al.[25] performs significantly better on the MSCOCO dataset 
as compared to Flickr8k and Flick30k possibly due to the larger size of the dataset consisting of comprehensive 
representation of various scenes, more data, complexities and more. Jia et al.[5] also follows Mao et al.[25] and 
significantly does better on the MSCOCO dataset. Wang et al.[8] demonstrating the bidirectional LSTM approach however 
performs better on the Flickr8k dataset in comparison to the other models.Xiao et al.[9] consistently demonstrates the 
best or the second best performance on all three datasets on most of the evaluation metrics. 

Table-2: Performance of encoder-decoder image captioning methods on MSCOCO dataset and commonly used evaluation 
metrics.(Bold indicates the best result; Underlined indicates the second best result). 

 Method BLEU-1  BLEU-2 BLEU-3 BLEU-4 METEOR ROUGE-L CIDEr 

Jia et al. 
2015[5] 

   0.670 0.491     0.358 0.264 0.2274 - 0.8125 

Mao et al. 
2015[25] 

0.670 0.490 0.350   0.250 - - - 

Wang et al. 
2016 [8] 

0.672 0.492 0.352   0.244 - - - 

Xiao et al. 
2019[9] 

     0.731 0.563    0426 0.323 0.256 0.537 0.993 

 

Table 2  shows the results of the encoder-decoder  models on MSCOCO datasets using evaluation metrics like BLEU-
1,2,3,4,METEOR ,ROUGE-L and CIDEr. As the table suggests Xiao et al.[9] demonstrates the best performance on all the 
evaluation metrics followed by Wang et al.[8] performing well on BLEU-1 and BLEU-2 and Jia et al. [5]delivering the 
second best performance on BLEU-3 and BLEU-4. 

Table-3: Performance of Language (LSTM) Based image captioning methods on MSCOCO dataset and commonly 

used evaluation metrics. (Bold indicates the best result; Underlined indicates the second best result). 

 

METHOD  BLEU-1             

 
    BLEU-2  BLEU-3 BLEU-4 METEOR    ROUGE-L 

     
CIDEr 

Gu et al. 
2017[33 ]      0.726 0.554    0.411 0.303 0.246    -   0.961 

Aneja et al. 
2018[ 38] 0.711   0.538    0.394 0.287 0.244 0.522 

     
0.912 
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Table 3 shows the results of the Language Models(LSTM)  models on MSCOCO datasets using evaluation metrics like BLEU-
1,2,3,4,METEOR,ROUGE-L and CIDEr. As the table suggests Gu et al.[33] demonstrates the best performance on all the 
evaluation metrics. 

Table-4: Performance of Multimodal Space image captioning methods on MSCOCO dataset and commonly used 

evaluation metrics.(Bold indicates the best result; Underlined indicates the second best result). 
 

METHOD  BLEU-1                

 
 

BLEU-2    BLEU-3 BLEU-4 METEOR    ROUGE-L 
     

CIDEr 

Karpathy et  
al. 2015[28]    0.625   0.450   0.321 0.230 0.195       - 0.660 

Mao et al. 
2015[25] 0.670 0.490 0.350 0.250 - - - 

 

Table 4  shows the results of the Multimodal Space  models on MSCOCO datasets using evaluation metrics like BLEU-
1,2,3,4,METEOR ,ROUGE-L and CIDEr. As the table suggests Mao et al.[25 ] demonstrates the best performance on all BLEU 
(1 through 4) evaluation metrics. 

6. FUTURE RESEARCH DIRECTIONS  

Despite remarkable progress shown in the automatic 
image captioning generation domain over the last few 
decades, there is still room for large scale improvement. 
Supervised Learning methods can generate novel 
captions however these generated captions are heavily 
dependent on the training sets which come from existing 
datasets. Thus, new open domain datasets can be an 
intriguing direction for future research in this area. 
Furthermore, these methods still often fail to correctly 
recognise several objects and interpret the relationships 
of these objects and attributes accurately. Additionally, 
the language models must be robust and sophisticated in 
order to generate captions that are not just novel but 
also syntactically correct all while accurately describing 
the relationships of the objects and attributes in the 
images. Existing methods are able to produce factual 
captions that may provide a brief description of the 
image, however, providing human-like novel captions is 
still a far fetched task as supervised learning methods 
depend on datasets that require copious amounts of 
labelled data. Thus, unsupervised learning and 
reinforcement learning techniques can be an interesting 
domain to further explore in the future. 
 

7. CONCLUSION 
 
In this paper, we have surveyed several deep learning-
based image captioning methods. We have given a 
general overview of the various image captioning 
techniques developed over the years and then further 
elaborated on deep learning based techniques. General 

block diagrams of the framework of the major categories 
of deep learning methods are provided along with a few 
details of the most relevant models under each category. 
We have also elaborate on several of the most commonly 
used evaluation metrics and datasets. We have also 
provided a few of the results of the most relevant models 
on Flickr8k, Flickr30k and MSCOCO datasets.A brief 
discussion on the possible future research in this domain 
is also presented. Despite extensive research being 
carried out in this area, a model that is able to generate 
human-like captions for all images is yet to be developed. 
With continued improvements and development of 
several deep learning networks particularly 
unsupervised and reinforced learning models, image 
caption generation will be an area of ongoing research 
for quite some time. 
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