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Abstract - The world is moving with a fast speed and in Order to keep up ourselves with the whole world we tend to ignore the 
symptoms of disease which can affect our health at a large extent. Many working professional’s get heart attack, bad cholesterol, 
eye disease and they are unable treat it at right time as they are busy coping up with progressive world. God has granted each and 
every individual a beautiful gift called life, so it is our responsibility to live our life to fullest and try to stay safe from the dangers of 
the world. So we have developed a logistic regression model with the help of machine learning algorithms like decision tree, 
random forest and naïve Bayes which take into account the symptoms felt by person and according to that symptoms it predicts 
the disease which the person can be suffering from. It saves time as well as makes it easy to get a warning about your health before 
it’s too late.  
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1. INTRODUCTION 

Our project is based on disease prediction according to the symptoms shown by the patient. This model which we have built 
comes under the umbrella of data analysis. For this we are using python as a platform to run our machine learning algorithms. 
The first step to any analysis is to decide the problem we want to solve. Then getting the dataset to work on .Then we visualize 
our data with the help of scatter plot or any different plot and see it on an excel file by doing this we can the redundancy in our 
data i.e. outliers, missing values etc. Then we treat our data by replacing the missing values, as python is a case sensitive 
programing language we transform all the letters into capital. Creating dummy variables to sort our data into mutually 
exclusive categories also the no of dummy variables should be less than the no of categories of a qualitative variable. Also many 
people do the mistake of replacing the missing values with mean of that variable but by doing so you can miss very important 
variations in the data.  

2. LITERATURE SURVEY 

2.1 Comparative Analysis 

In the paper “Disease Prediction System using data mining techniques”[1] the author has discussed about the data mining 
techniques like association rule mining, classification, clustering to analyse the different kinds of heart based problems. The 
database used contain collection of records, each with a single class label, a classifier performs a brief and clear definition for 
each class that can be used to classify successive records. The data classification depends on MAFIA algorithms that cause 
accuracy, the info is calculable exploitation entropy primarily based cross validations and partition techniques and also the 
results are compared. C4.5 algorithmic rule is employed because the coaching algorithmic rule to indicate rank of attack with 
the choice tree. The heart unwellness information is clustered mistreatment the K-means clump algorithmic rule, which will 
remove the data applicable to heart attack from the database. Some limitations square measure faced by the system like, time 
complexity is more due to DFS traversal, C4.5- Time complexity increases while searching for insignificant branches and lastly 
no precautions are defined. 

In the paper “A study on data mining prediction techniques in healthcare sector” [2] the fields that mentioned are, 
information Discovery method (KDD) is that the method of adjusting the low -level data into high-level knowledge. 
Hence, KDD refers to the nontrivial removal of implicit, antecedently unknown and doubtless helpful data from 
information in databases. The repetitious method consists of the subsequent steps: information cleansing, information 
integration, information choice, information transformation, data processing, Pattern analysis, Knowledge. Healthcare 
data processing prediction supported data processing techniques are as follows: Neural network, Bayesian Classifiers, 
call tree, Support Vector Machine. The paper states the comparative study of various aid predictions, Study of 
information mining techniques and tools for prediction of cardiovascular disease, numerous cancers, and diabetes, 
disease and medicine conditions. Few limitations are that if attributes are not related then Decision trees prediction is 
less accurate and ANN is computationally intensive to train also it does not  lead to specific conclusion. 
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The paper “Predicting Disease by Using Data Mining Based on Healthcare Information System” [4] applies the information 
mining process to predict high blood pressure from patient medical records with eight alternative diseases. The data was 
extracted from a true world health care system info containing medical records. Under- sampling technique has been applied to 
come up with coaching knowledge sets, and data processing tool wood hen has been wont to generate the Naive Bayesian and J-
48 classifiers created to improve the prediction performance, and rough set tools were wont to scale back the ensemble 
supported the concept of second- order approximation. Experimental results showed a bit improvement of the ensemble 
approach over pure Naive Bayesian and J-48 in accuracy, sensitivity and F-measure. Initially they'd a classification and so 
ensemble the classifiers and so the reduction of Ensemble Classifiers is employed. But the choice trees generated by J-48 is 
typically lacking within the leveling therefore the overall improvement of victimization ensemble approach is a smaller amount. 

The paper “An approach to devise an Interactive software solution for smart health prediction using data mining” [5] aims in 
developing a computerized system to check and maintain your health by knowing the symptoms. It has a symptom checker 
module which actually defines our body structure and gives us liability to select the affected area and checkout the symptoms. 
Technologies implemented in this paper are: The front end is designed with help of HTML, Java Script and CSS. The back end is 
designed using MySQL which is used to design the databases. This paper also contains the information of testing like Alpha 
testing which is done at server side or we can say at the developer's end, this is an actual testing done with potential users or as 
an independent testing process at server end. And Beta testing is done after performing alpha testing, versions of a system or 
software known as beta versions are given to a specific audience outside the programming team. Only the limitation of this 
paper is it suggests only the award winning doctors and not the nearby doctors to the patient. 

 3. PROPOSED WORK 

 

Fig – 1: State Diagram 

We are predicting a disease which a person is suffering from depending upon the symptoms he or she is suffering. Here we take 
five symptoms from the patient and evaluate them by using algorithms such as Random Forest , Decision Tree, Naïve Bayes. 

Steps of model building: 

i. Objective 

We want to predict the disease suffered by a patient depending upon the symptoms. 

ii. Collecting data 

Be it the raw data from excel, access, text files etc., this step (gathering past data) forms the foundation of the future learning. 
The better the variety, density and volume of relevant data, better the learning prospects for the machine becomes. 

 

 



          International Research Journal of Engineering and Technology (IRJET)       e-ISSN: 2395-0056 

                Volume: 06 Issue: 05 | May 2019                   www.irjet.net                                                                   p-ISSN: 2395-0072 

 

© 2019, IRJET       |       Impact Factor value: 7.211       |       ISO 9001:2008 Certified Journal       |     Page 5180 
 

iii. Preparing the data 

Any analytical process thrives on the quality of the data used. One needs to spend time determining the quality of data and then 
taking steps for fixing issues such as missing data and treatment of outliers. Exploratory analysis is perhaps one method to 
study the nuances of the data in details thereby burgeoning the nutritional content. 

iv. Training a model 

This step involves choosing the appropriate algorithm and representation of data in the form of the model. The cleaned data is 
split into two parts – train and test (proportion depending on the prerequisites); the first part (training data) is used for 
developing the model. The second part (test data), is used as a reference. 

v. Evaluating the model 

To test the accuracy, the second part of the data (holdout / test data) is used. This step determines the precision in the choice of 
the algorithm based on the outcome. A better test to check accuracy of model is to see its performance on data which was not 
used at all during model build. 

vi. Improving the performance 

This step might involve choosing a different model altogether or introducing more variables to augment the efficiency. That’s 
why significant amount of time needs to be spent in data collection and preparation. 

3.1 Model Validation 

 

Accuracy= (TP+TN)/ Total n      

Miss Classification = (FP+FN)/n 

True positive rate = TP/ (FN+TP)   

False positive rate =FP/ (TN+FP) 
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Actual values vs. Predicted values  
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3.2 ROC Curve 

 

Fig – 2: ROC Curve 

4. METHODOLOGY 

4.1 Decision Tree 

It is a sort of supervised learning algorithmic program that's largely used for classification issues. Surprisingly, it works for 
each categorical and continuous dependent variable. In this algorithmic program, we tend to split the population into 2 or a lot 
of homogenized sets. This is done supported most vital attributes/ freelance variables to form as distinct teams as attainable. A 
tree has several analogies in real world, and seems that it's influenced a large space of machine learning, covering each 
classification and regression. In call analysis, a choice tree is wont to visually and expressly represent selections and higher 
cognitive process. As the name goes, it uses a tree-like model of decisions. Though a commonly used tool in data mining for 
deriving a strategy to reach a particular goal, it’s also widely used in machine learning. Once we completed modelling the 
Decision Tree classifier, we will use the trained model to predict whether the balance scale tip to the right or tip to the left or be 
balanced. 

4.2 Random Forest 

Random Forest is a great algorithm to train early in the model development process, to see how it performs and it’s hard to 
build a “bad” Random Forest, because of its simplicity. This rule is additionally an excellent alternative, if you would like to 
develop a model during a short amount of your time. On prime of that, it provides a fairly sensible indicator of the importance it 
assigns to your options. Random Forests are terribly onerous to ram down terms of performance. And on prime of that, they'll 
handle tons of various feature varieties, like binary, categorical and numerical. Overall, Random Forest may be a (mostly) quick, 
easy and versatile tool, though it's its limitations. Random forests are an ensemble learning method for classification, 
regression and other tasks, that operate by constructing a multitude of decision trees at training time and outputting the class 
that is the mode of the categories (classification) or mean prediction (regression) of the individual trees Random call forests 
correct for call trees' habit of over fitting to their training set. 
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Fig – 3: Random Forest 

4.3 Naive Bayes Algorithm 

Naive Bayes algorithm is the algorithm that learns the probability of an object with certain features belonging to a particular 
group/class. For instance, if you are trying to identify a fruit based on its color, shape and taste, then an orange colored, 
spherical, and tangy fruit would most likely be an orange. All these properties individually contribute to the probability that 
this fruit is an orange and that is why it is known as “naive”. As for the “Bayes” part ,it refers to statistician and philosopher, 
Thomas Bayes and the theorem named after him , Bayes’ theorem , which is the base for Naïve Bayes Algorithm. More formally, 
Bayes ‘Theorem is stated as the following equation: 

P(A/B) = (P(B/A)*P(A)) / P(B) 

5. RESULTS 

 

Fig – 4: Welcome Page 
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Fig – 5: Result Page 

6. CONCLUSION 

The ultimate goal is to facilitate coordinated and well-informed health care systems capable of ensuring maximum patient 
satisfaction. In developing nations, predictive analytics are the next big idea in medicine –the next evolution in statistics – and 
roles will change as a result. Patients can get to become higher knowing and can get to assume a lot of responsibility for his or 
her own care, if they are to make use of the information derived. Physician roles can probably modification to a lot of an advisor 
than head, who will advise, warn and help individual patients. Physicians might notice a lot of joy in apply as positive outcomes 
increase and negative outcomes decrease. Perhaps time with individual patients can increase and physicians will another time 
have the time to create positive and lasting relationships with their patients. Time to assume, to interact, and to really help 
people; relationship formation is one of the reasons physicians say they went into medicine, and when these diminish, so does 
their satisfaction with their profession. Hospitals, pharmaceutical corporations and insurance suppliers can see changes 
furthermore. These changes which will virtually revolutionize the manner drugs are practiced for higher health and unwellness 
reduction. 

FUTURE WORK 

Every one of us would like to have a good medical care system and physicians are expected to be medical experts and take good 
decisions all the time. But it’s highly unlikely to memorize all the knowledge, patient history, records needed for every 
situation. Although they have all the massive amount of data and information; it’s difficult to compare and analyse the 
symptoms of all the diseases and predict the outcome. So, integrating information into patient’s personalized profile and 
performing an in-depth research is beyond the scope a physician. So the solution is ever heard of a personalized healthcare 
plan – exclusively crafted for an individual. Predictive analytics is the process to make predictions about the future by analyzing 
historical data. For health care, it would be convenient to make best decisions in case of every individual. Predictive modeling 
uses artificial intelligence to create a prediction from past records, trends, individuals, diseases and the model is deployed so 
that a new individual can get a prediction instantly. Health and Medicare units can use these predictive models to accurately 
assess when a patient can safely be released. 
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