Diabetes Diagnosis using Machine Learning Algorithms
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Abstract - Diabetes is a chronic disease and one of the deadliest diseases and also a major public health challenge worldwide. Diabetes diseases commonly stated by health professionals or doctors as diabetes mellitus (DM), which describes a set of metabolic diseases in which the person has blood sugar, either insulin production inefficient, or because of the body cell do not return correctly to insulin, or by both reason. The day is now to prevent and diagnose diabetes in the early stages. It is not only a disease but also a creator of different kinds of diseases like heart attack, blindness, kidney diseases, etc. The normal identifying process is that patients need to visit a diagnostic center, consult their doctor, and sit tight for a day or more to get their reports. The discovery of knowledge from medical datasets is important in order to make effective medical diagnosis. Furthermore, predicting the disease early leads to treating the patients before it becomes critical.
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1. INTRODUCTION

Diabetes is the third leading cause of death following diseases of heart and cancer. But with the rise of Machine Learning approaches we have the ability to find a solution to this issue. The aim of Machine Learning and Data Mining is to extract knowledge from information stored in dataset and generate clear and understandable description of patterns. We are going to develop a Diabetes Diagnosis system using Machine Learning which has the ability to predict whether the patient has diabetes or not. Furthermore, predicting the disease early leads to treating the patients before it becomes critical. Machine Learning and Data mining has the ability to extract hidden knowledge from a huge amount of diabetes-related data. This paper reviewed and analyzed the current studies on classification of Diabetes. Furthermore, the study has developed a classification model for diabetes using decision tree, Naïve Bayes, Support vector machine and k nearest neighbour Algorithm. The classification model is based on a dataset of 15000 cases collected from different National Institute of Diabetes and Digestive and Kidney Diseases. The results of the Naïve Bayes can be used by medical specialist to classify and diagnose diabetic patients. These results help the medical doctors in the classification process of diabetes.

This study follows different machine learning algorithms to predict diabetes disease at an early stage. Such as, KNN, Naïve Bayes, Decision Tree, and Support Vector machine to predict this chronic disease at an early stage for safe human life.

1.1 Problem Statement

Doctors rely on common knowledge for treatment. When common knowledge is lacking, studies are summarized after some number of cases have been studied. But this process takes time, whereas if machine learning is used, the patterns can be identified earlier. (Perner, 2006)

For using machine learning, a huge amount of data is required. There is very limited amount of data available depending on the disease. Also, the number of samples having no diseases is very high compared to number of samples actually having the disease.

1.2 Aims and Objectives

The primary aim of this project is to analyse the Diabetes Dataset and use Logistic Regression, Support Vector Machine, Naïve Bayes, K-Nearest Neighbours algorithms for prediction and to develop a prediction engine. The secondary aim is to develop a web application with following feature.

- Allow users to predict diabetes utilizing the prediction engine.

The objective is set to achieve the aims of the project through a Research on statistical models in machine learning and to understand how the algorithms works.
2. RELATED WORK

Orabi et al.[4] in designed a system for diabetes prediction, whose main aim is the prediction of diabetes a candidate is suffering at a particular age. The proposed system is designed based on the concept of machine learning, by applying decision tree. Obtained results were satisfactory as the designed system works well in predicting the diabetes incidents at a particular age, with higher accuracy using Decision tree.

Pradhan et al in [15] used Genetic programming (GP) for the training and testing of the database for prediction of diabetes by employing Diabetes data set which is sourced from UCI repository. Results achieved using Genetic Programming [16], [17] gives optimal accuracy as compared to other implemented techniques. There can be significant improve in accuracy by taking less time for classifier generation. It proves to be useful for diabetes prediction at low cost.

3. METHODOLOGY

This study aims to propose a new model for diabetics classification. Numerous algorithms and different approaches have been applied, such as traditional machine learning algorithms, ensemble learning approaches and association rule learning in order to achieve the best classification accuracy.

The methods employed in this research are split by the four main phases of the research work, which are the problem formulation phase, the dataset collection phase, and the experimentation phase and the results summarizing.

This research started with formulating the research problem that is reviewing of the literature and formulating of the research problem. After the research problem formulation, this research identified the scope of the research, the objectives, and limitations of the research procedure.

The second phase of the study is the dataset collection. The dataset items were collected from National Institute of Diabetes and Digestive and Kidney Diseases.

The third phase of the study was the data preparation which included:

- Converting Data to Appropriate format
- Data Preprocessing
- Use Machine Learning to manipulate Data

In the experimentation phase several experiments were conducted and results were collected.

3.1 Dataset

Dataset has been obtained from the National Institute of Diabetes and Digestive and Kidney Diseases. Diabetes dataset has 9 attributes in total. All the person in records are females and the number of pregnancies they have had has been recorded as the first attribute of the dataset. The dataset contains 15000 records of female patients.

Diabetes dataset has 9 attributes in total. All the person in records are females and the number of pregnancies they have had has been recorded as the first attribute of the dataset. Second is the value of Plasma glucose concentration a 2 hours in an oral glucose tolerance test and then is the Diastolic blood pressure (mm Hg), fourth in line is the Triceps skin fold thickness (mm), then is the 2-Hour serum insulin (mu U/ml), sixth is Body mass index (weight in kg/ (height in m) ^2) and then seventh is the Diabetes pedigree function and the second last value is the that of the Age (years). The ninth column is that of the Class variable (0 or 1), 0 for no diabetes and 1 for the presence.

The Software used to visualize the entire dataset is "Jupyter Notebook" from Anaconda Navigator and the programming language used id Python 3.6.
Figure: Representation of data used for solving problems

Table 3.1 The Diabetes Dataset Features.

<table>
<thead>
<tr>
<th>Sr.No.</th>
<th>Attribute</th>
<th>Description</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Pregnancies</td>
<td>Number of times pregnant</td>
<td>Numeric</td>
</tr>
<tr>
<td>2.</td>
<td>PlasmaGlucose</td>
<td>Plasma glucose concentration of 2 hours in an oral glucose tolerance test</td>
<td>Numeric</td>
</tr>
<tr>
<td>3.</td>
<td>DiastolicBloodPressure</td>
<td>Diastolic Blood Pressure in mmHg</td>
<td>Numeric</td>
</tr>
<tr>
<td>4.</td>
<td>TricepsThickness</td>
<td>Triceps Skin Fold Thickness measured in mm.</td>
<td>Numeric</td>
</tr>
<tr>
<td>5.</td>
<td>SerumInsulin</td>
<td>2-Hour serum insulin measured in μU/ml</td>
<td>Numeric</td>
</tr>
<tr>
<td>6.</td>
<td>BMI</td>
<td>Body Mass Calculated using: $\frac{Weight}{(Height \times \text{in} \text{meter})^2}$</td>
<td>Numeric</td>
</tr>
<tr>
<td>7.</td>
<td>DiabetesPedigree</td>
<td>Diabetic Pedigree function – how likely the person is to have given their family history and other factors.</td>
<td>Numeric</td>
</tr>
<tr>
<td>8.</td>
<td>Age</td>
<td>Age of the Patient in years.</td>
<td>Numeric</td>
</tr>
<tr>
<td>9.</td>
<td>Diabetic</td>
<td>Presence of diabetes. 1 – Yes, 0 – No</td>
<td>Numeric</td>
</tr>
</tbody>
</table>

3.2 Development

The prediction engine was developed in four increments. The libraries used for the implementation of the prediction engine are provided in below Table. The increments are discussed below.

Table 10.1 Libraries used in Python

<table>
<thead>
<tr>
<th>Library</th>
<th>Version</th>
<th>Project Website</th>
</tr>
</thead>
<tbody>
<tr>
<td>numpy</td>
<td>1.12.1</td>
<td><a href="https://docs.scipy.org/doc/numpy-dev/user/quickstart.html">https://docs.scipy.org/doc/numpy-dev/user/quickstart.html</a></td>
</tr>
<tr>
<td>scipy</td>
<td>0.19.0</td>
<td><a href="https://www.scipy.org/install.html">https://www.scipy.org/install.html</a></td>
</tr>
<tr>
<td>pandas</td>
<td>0.19.2</td>
<td><a href="http://pandas.pydata.org/">http://pandas.pydata.org/</a></td>
</tr>
<tr>
<td>scikit-learn</td>
<td>0.18.1</td>
<td><a href="https://github.com/scikit-learn/scikit-learn">https://github.com/scikit-learn/scikit-learn</a></td>
</tr>
<tr>
<td>matplotlib</td>
<td>2.0.0</td>
<td><a href="https://matplotlib.org">https://matplotlib.org</a></td>
</tr>
<tr>
<td>seaborn</td>
<td>0.7.1</td>
<td><a href="https://github.com/mwaskom/seaborn">https://github.com/mwaskom/seaborn</a></td>
</tr>
<tr>
<td>flask</td>
<td>0.12.1</td>
<td><a href="http://flask.pocoo.org/">http://flask.pocoo.org/</a></td>
</tr>
<tr>
<td>wtforms</td>
<td>2.1</td>
<td><a href="https://wtforms.readthedocs.io/en/latest/">https://wtforms.readthedocs.io/en/latest/</a></td>
</tr>
</tbody>
</table>

3.2.1 First Increment

The first iteration was conducted using "Jupyter Notebook". The objectives of the first increment were:

- To visualize the dataset
- To find any correlation between features
- To find the accuracy of the prediction with different algorithms
- To create the general workflow of the prediction task
Major code snippets of the increment

```python
# Decision Tree Classifier

In [41]: X_train, X_test, y_train, y_test = train_test_split(X, y, test_size=0.3, random_state=42)

tree = DecisionTreeClassifier(random_state=42)

tree.fit(X_train, y_train)

y_pred = tree.predict(X_test)

accuracy = accuracy_score(y_test, y_pred)

print("Accuracy on the training subset: {:.2f}.".format(tree.score(X_train, y_train)))
print("Accuracy on the test subset: {:.2f}.".format(tree.score(X_test, y_test)))

accuracy = accuracy_score(y_test, y_pred)

print("Accuracy on the training subset: {:.2f}.".format(accuracy))
print("Accuracy on the test subset: {:.2f}.").format(accuracy)
```

Major visualizations from first increments

![Scatter plot of Diabetes Disease Dataset](image)

**Figure 3.2.1** Scatter plot of Diabetes Disease Dataset

Figure 3.2.1 shows the scatter plot of all the features present in the "Diabetes Disease Dataset". The visualization was created in order to study the distribution of data and find any outliers.

### 3.2.2 Second Increment

The achievements of this increment are given below.

Different algorithms were extracted to functions.

- Functionality to store and load trained models was developed.
- Functionality to show different types of scores for the trained models was developed.
3.2.3 Third Increment

The third increment introduced web API for predicting diabetes. This increment utilized Flask for web framework.

**Major code snippets of third increment**

```python
from flask import Flask, render_template, url_for, request
import pickle
import pandas as pd
from sklearn.feature_extraction.text import CountVectorizer
from sklearn.naive_bayes import GaussianNB
from sklearn.externals import joblib

app = Flask(__name__)

@app.route('/', methods=['POST', 'GET'])
def home():
    return render_template('home.html')

@app.route('/predict', methods=['POST', 'GET'])
def predict():
    dataset = pd.read_csv('data/Diabetes.csv')
    x = dataset.iloc[:, :-1].values
    y = dataset.iloc[:, 8].values
```

**Results of third increment**

![Running Prediction Engine](image1)

**Figure 3.2.3 Running Prediction Engine**

![Prediction Response of Heart Disease](image2)

**Figure 3.2.3 Prediction Response of Heart Disease**
4. EXPERIMENTATION RESULTS

Table 4 represents different performance values of all classification algorithms calculated on various measures. From Table 4 it is analyzed that Naive Bayes showing the maximum accuracy. So the Naive Bayes machine learning classifier can predict the chances of diabetes with more accuracy as compared to other classifiers.

<table>
<thead>
<tr>
<th>Classification Algorithms</th>
<th>Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naive Bayes</td>
<td>0.72</td>
</tr>
<tr>
<td>Decision Tree</td>
<td>0.68</td>
</tr>
<tr>
<td>SVM</td>
<td>0.62</td>
</tr>
<tr>
<td>KNN</td>
<td>0.66</td>
</tr>
</tbody>
</table>

5. CONCLUSIONS

This project presented a comparison of Naïve Bayes classifier with other linear classifiers such as Logistic Regression, Support Vector Machines and K-Nearest Neighbours. Overall Naïve Bayes outperformed every other classifier but at the cost of being computationally expensive. K-Nearest Neighbours performed as good as Naïve Bayes with far less computational requirement.

Classification with Naïve Bayes shows the best accuracy of 0.72%.

The solution (web application) provided is a workable solution for the data problem. Currently there is a static prediction engine that serves prediction results for one disease. There is a possibility of extending the system, to allow end-users to write their own prediction engine, execute it and publish it.

In summary, the primary and secondary aims of the project have been achieved but there is still room for improvement and further enhancement.
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