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ABSTRACT-Pitch tracking is one of the challenging tasks in 
the field of speech processing and technology. Yet the 
robustness and accuracy level of the pitch tracking 
algorithms are unsolved. In this paper a comparative study 
of two pitch detecting algorithms (PDA) are conducted. 
These are modified autocorrelation method [12] and On-
The- Fly algorithm [1]. In here, these two algorithms are 
used as a part to decide the voiced-unvoiced parts of speech. 
One of the difficulties in pitch detection is to differentiate 
between low level voiced part and unvoiced part of speech. 
In this paper to reduce this problem On-The-Fly algorithm 
[1] is proposed and shown by a comparative study with 
modified autocorrelation method [12].  On-The-Fly [1] is 
basically a time based algorithm used to estimate the pitch 
of a speech signal, divided into frames. Therefore, the results 
of these two methods are proved helpful in making decision 
of effective voiced/unvoiced speech.  
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1. INTRODUCTION 

Pitch detection plays a vital role in various speech 
processing techniques such as speech and speaker 
recognition, speech synthesis, speech coding etc. The 
fundamental frequency (f0) is the main cue of pitch. 
However, it is difficult to build a reliable statistical models 
involving fundamental frequency f0 because of pitch 
estimation errors and discontinuity of the f0 space [9]. 

      In the past years, there exist several pitch detecting 
algorithms (PDA) but the problems remain unresolved. 
Various techniques which are commonly used for this 
purpose are Energy Based, Cepstral based, pitch in the 
difference function and autocorrelation based. In this 
paper the two PDA algorithms are tested, the On-The-Fly 
based [10] and autocorrelation based [4][5][9].These two 
algorithms are further applied to determine the voiced and 
unvoiced part of speech signal.  

      Speech can be subdivided into voiced and unvoiced 
regions. The classification of speech signal into voiced, 
unvoiced provides a preliminary acoustic segmentation for 

speech processing applications such as speech synthesis, 
speech enhancement and speech recognition[3].Speech is 
composed of phonemes which are produced from the air 
passing through the vocal folds and vocal tract. Voiced 
signals are produced when vocal chords are vibrating and 
air cannot pass through it. These signals are periodic and 
can be extracted easily. Unvoiced signals do not imply on 
vocal chords and air can pass through these chords. 
Unvoiced signals are non-periodic. 

Various techniques have been developed to determine the 
voiced/unvoiced part of speech. One of the techniques 
used in this paper is by the use of zero crossing rates [3].In 
this paper the waveform of a speech signal is divided into 
frames and then the algorithm for voiced/ unvoiced 
separation is applied. The decision for voiced and unvoiced 
exist between 0 and 1 i.e.1 for voiced and 0 for unvoiced.  

2. PITCH DETECTION ALGORITHMS 

2.1 Autocorrelation Method 

The autocorrelation is a short-term calculation of a speech 
waveform. The basic idea behind an autocorrelation 
method came from the probability theory, which indicates 
the linear relationship between any two random variables 
spaced n apart i.e. the changes in one random variable are 
accompanied by changes in the other. In terms of signal, 
the autocorrelation function is the relation waveform with 
itself. This concept of autocorrelation is used for pitch 
detection. 

The mathematical definition of the autocorrelation 
function is given by Equation (1) for an infinite duration 
function x[n] 

  (1) 

Equation (2) for a finite duration function x’ [n] of size N 

  (2) 

To make the signal closely approximate a periodic impulse 
train we must use some kind of spectrum flattening. To do 
this we have been chosen to use “Center clipping spectrum 
flattener” [10]. 
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2.1.1 Center clipping spectrum flattener 

In this case the clipping limits are set to ±30% of the 
absolute maximum amplitude of the waveform are taken 
to get the high and low pitches only. Mathematically, the 
limits are given by Equation (3):  CL=% of Amax (e.g. 30%) 

y(n)=   (3) 

2.1.2 Implementation 

In this paper we used a modified version of 
autocorrelation method for pitch detection which is based 
on center clipping to get a periodic waveform.   The block 
diagram of the pitch detection algorithm using 
autocorrelation is shown in figure. In this method, firstly 
the speech signal is divided into frames of window size of 
20ms then step-by-step each frame is analyzed. Before 
analysis, the speech is passed through low pass filter at 
900Hz. Calculate the clipping level (CL) and then perform 
center clipping. The center clipping level is set which is 
68% of the maximum input samples. Autocorrelation 
function is calculated after performing clipping level. 
Determine the maximum value in autocorrelation function. 
Then calculate the average pitch of whole sample. 

       
       
       
       
       
       
       
       
       
       
       
       
       
       
       
       
       
        

 

 
Figure 1. Block Diagram of Pitch Detection Algorithm 

using Modified Autocorrelation Technique 
2.2 On-The-Fly Method 

On-The-Fly method is a time-domain pitch detection 
technique. In time domain, the pitch period is computed 
directly from the speech waveform. On-The-Fly method is 
based on difference function (dt). Mathematically, it is 
represented as 

  (4) 

where, W is the length of window, t is  time domain 
calculation, 

In this difference function, instead of multiplying the signal 
with its delay a difference signal is created between the 
original and the delay part of speech and at each delay 
value the absolute magnitude is taken [9].Here in this 
method the fundamental frequency is located at the global 
minima of the difference function. Due to the difficulty in 
locating the fundamental frequency, the output of the 
difference function is incorporated. The eigen values of the 
difference function are given by: 

  (5) 

  (6) 

These eigen values and vectors helps in deriving the new 
incorporated difference function given by: 

   =       (7)     

 
2.2.1 Implementation 

On-The-Fly method is time domain method and based on 
difference function. Firstly, speech signal is segmented into 
frames and determine the original and the new 
incorporated difference function using Equation (4) and 
(7). Following the difference equation find the global 
minima and 4 local minima. The no. of local minimas are 
maximum then the signal considered as noise and does not 
proceed further. Now, the parabolic interpolation is 
carried out to minimize the quantization error. After which 
the threshold values are calculated which helps in locating 
the fundamental frequency of speech signal. Finally, the 
fundamental frequency or pitch is computed. 
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Figure 2. Block Diagram of Pitch Detection Algorithm 
using On-The-Fly Algorithm 

3. VOICED/UNVOICED DETECTING ALGORITHM 

Speech is subdivided into voiced and unvoiced regions. If 
the input excitation is nearly periodic impulse sequence, 
then the corresponding speech looks visually nearly 
periodic and is the Voiced Speech. The periodicity of the 
vocal chords vibration is termed as pitch of the sound 
vowels sound are one of the example of Voiced sounds 
[13].If the excitation is random noise-like. Then the 
resulting speech will also be random noise-like without 
any periodic nature and is Unvoiced Speech. The vocal 
folds are open for this sound. Several methods have been 
developed to classifying the voiced/unvoiced regions of 
speech. In this paper zero crossing rate method [3] is used 
to decide the voiced/unvoiced regions. The zero crossing 
count is an indicator of the frequency at which energy is 
concentrated in the signal spectrum [3]. 

3.1 Zero Crossing Rate Algorithms 

The zero crossing rates  is the rate of changes in the speech 
waveform crosses the zero axis or the number of times the 
waveform transition from positive to negative. 

 

Figure3. Definition of zero-crossing 

In this analysis the voiced/unvoiced decision is performed 
using zero crossing rates. The speech signal is divided into 
several segments and zero crossing rates are computed for 
each and every segment. According to the theory the zero 
crossing rate value are low for voiced part and high for 
unvoiced part. 

Mathematically, the zero crossing rate(ZCR) value is given 
by equation(8): 

   (8)                               

Where, y(n) is the signal, (m-n) frame size and                                
sgn is the signum function is given by     

sgn[y(n)]=1; y(n)>0 

sgn[y(n)]=0; y(n)=0                                                

sgn[y(n)]=-1; y(n)<0                             (9)      

 w (n) = 1/2              (10) 

In this design a threshold value is chosen and compared 
with the zero crossing count and frames less than zero 
crossing count is set to ‘1’ otherwise ‘0’. 

3.2 Magnitude Sum Function 

Magnitude sum function is used to calculate the absolute 
sum of the filter output which is used for pre-emphasis 
filtering. Butterworth filter is used for pre-emphasis 
filtering which increases the magnitude of higher 
frequencies. This sum function takes part in taking 
detecting the voiced/unvoiced part of speech. According to 
the theory a threshold value for magnitude sum function is 
calculated and if the function value is greater than 
threshold value than the part of speech is voiced or 
otherwise unvoiced.   

3.3 Implementation 

The main objective of this algorithm is to classify whether 
the part of speech is voiced or unvoiced. In this algorithm 
the speech is segmented into frames of size 30ms and 
sampled 8000Hz. Followed with the segmentation of 
speech sample, pre-emphasis filtering is carried out. In 
here a high pass filter is used which increases the relative 
magnitude of the higher frequencies with respect to the 
lower frequencies. After pre-emphasis filtering the 
normalized sampling frequency for Butterworth filter is 
computed to determine the filter coefficients then 
calculate the sum of all the output magnitudes from the 
filter. Now the zero crossing count with the help of 
equation (8) is calculated. In the next part of algorithm a 
pitch period is calculated with the help of a pitch detection 
technique. In this paper, two pitch detection techniques i.e. 

Calculate Difference Equation ( ) 

Find Global Minima and Local Minima 
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Modified Autocorrelation and On-The-Fly techniques are 
used for detecting the pitch period of a speech signal. The 
purpose of using these two algorithms is to show the 
better performance amongst the two for detecting the 
voiced\unvoiced. The three parameters i.e. magnitude sum 
function, zero crossing rate count and pitch of the signal is 
calculated. The threshold values of all the three 
parameters are chosen. As per the theory if zero crossing 
count is less than the threshold value then the part of 
speech is voiced. Similarly, the magnitude sum function 
and pitch period is greater than their threshold value then 
that part is set as voiced or otherwise unvoiced. In this 
design, the voiced part is set to 1 or unvoiced part is set to 
0.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 4. Flow chart of detecting voiced/unvoiced part 
of speech 

 

 

4.  RESULTS AND DISCUSSION 

4.1 Modified Autocorrelation Method 

In this paper a sample of a male voice is taken with a 
sampling frequency of 8000Hz. According to the theory in 
this method sample is center clipped and limits are set to 
±30% of the absolute maximum amplitude of the 
waveform. The approximate results are shown in Figure5. 
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Figure 5. Center clipped part of speech sample 

The autocorrelation function is calculated using equation 
(2).The autocorrelated signal is shown in Figure6. 
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Figure6. Autocorrelated signal 
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4.2 On-The-Fly Method 

According to the implementation discussed in part 2.2.1 
the plot for the fundamental frequency or pitch of the 
signal is shown in Figure7. 
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Figure7. Fundamental frequency using On-The-Fly 
Algorithm 

4.3 Voiced/Unvoiced Decision 

4.3.1 Zero Crossing Rate  

Zero crossing rate function is computed using equation 
(8). As per the previous discussion the zero crossing rates 
is low for voiced part and high for unvoiced which is 
clearly shown in Figure8. 
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Figure8. Zero crossing rate count 

4.3.2 Magnitude Sum Function 

Butterworth filter is used for calculating the magnitude 
sum function. In this design, the magnitude sum function 
will be high for voiced part and low for unvoiced part. This 
can be shown in Figure9. 

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5

x 10
4

-1

-0.5

0

0.5

Time(s)

A
m

p
li
tu

d
e

Original Signal

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5

x 10
4

0

5

10

15

20

fu
n
c
. 

v
a
lu

e
 

Magnitude Sum Function

 

Figure9. Plot of Magnitude Sum Function 

4.3.3 Voiced/Unvoiced Decision 

A) Using Modified Autocorrelation Pitch Detecting 
Technique                                                                                                                              
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Figure10. Detecting voiced/unvoiced part of speech 
using modified autocorrelation method 
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In Figure10  a plot is divided into two subplots. The above 
plot shows the original signal and the lower part shows the 
voiced and unvoiced part of speech shown by 1 and 0. The 
autocorrelation technique could not detect the lower 
frequency voiced signal. To overcome this problem 
another pitch detection algorithm is used for detecting the 
voiced/unvoiced part of speech. 

B) Using On-The-Fly Algorithm 

On-The-Fly algorithm is based on difference function and 
reduced the problem of detecting lower frequencies voiced 
part of speech. The voiced/unvoiced region is shown by 1 
or 0 in the Figure11. 
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Figure11. Detecting voiced/unvoiced part of speech 
using On-The-Fly algorithm 

5. CONCLUSION 

This paper is focused on voiced/unvoiced decision. The 
detection of unvoiced/unvoiced part of speech suffers 
from the problem of detecting low voiced and unvoiced 
part of speech. This problem originates from the pitch 
detection of speech signal. Therefore, two pitch detecting 
algorithms i.e. modified autocorrelation and On-The-Fly 
algorithms are used and a comparison is done in this 
paper. When these two algorithms are used separately for 
detecting voiced/unvoiced part of speech the On-The-Fly 
algorithm reduces the above problem. This is shown in the 
results through suitable plot. In our future study, we can 
use better pitch detection technique than On-The-Fly 
algorithm. 
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