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Abstract: Nowadays, the information which is extracted 
from a large collection of data is being played an important 
role in taking strategic decision, planning and executing 
organizational activities of various organizations. Hence 
various techniques are employed for processing the data 
that are exhibiting different behavior. Frequent Itemset 
Mining (FIM) is the one of the first popular technique is 
used for discovering frequent itemsets in a transactional 
database. Later many techniques are proposed for deriving 
various kinds of patterns w.r.t applications. In this paper, 
we present the technical review of high utility mining that 
includes introduction, techniques, research advances and 
opportunities. The problem statement of High Utility 
Itemset Mining (HUIM) is presented, the apriori 
approaches for HUIM is also provided, as well as 
characteristics and limitations are also provided.  
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1. INTRODUCTION 

In real world applications, to take strategic decisions, Data 
Mining techniques are used to discover hidden and 
unknown knowledge from databases. One of the basic 
examples is super market.DM techniques are used to 
identify the pair of products that are frequently purchased 
for market promotion. The important two fundamental 
tasks are Frequent Itemset Mining and Association Rule 
Mining (ARM) [4]. Frequent Itemset Mining is a technique 
is used to find a pair of itemsets whose occurrence is more 
than a given threshold. FIM helps in finding the hidden 
associations among the itemsets in database. The basic 
algorithms of FIM use candidate generation strategy to 
find the possible frequent itemsets and database scan to 
result the frequent itemsets. Many extensions have been 
proposed to carry out the mining process. One of the 
extensions is pattern-growth approach [6], it takes two 
database scans to discover frequent itemsets without 
generating candidate itemsets. To address the issue of low 
interested patterns, Constraint-based pattern mining 
algorithms [13] are introduced. Although traditional FIM 
algorithms are so popular, it can be used to reveal 
knowledge in binary kind of databases, where the itemset 
is present or not. An alternative is Quantitative Association 
rule mining proposed and extensions are also proposed 
[7]. FIM, ARM and QARM are does not consider whether 
the itemsets are profitable or not.  Some of the limitations 
of FIM are, FPM algorithms successfully extract patterns 

from transactional databases, and they consider attribute 
frequency known to be one. But a real time application 
considers more than one attribute and the order among 
the items. FPM techniques uses support based framework 
to derive frequent patterns[16]. 

1.2 Framework: 

Let I ={ i1, i2, … , in} be a set of distinct items. An itemset is 
a nonempty set that contains one or more items, denoted 
as X=(x1, x2, … ,xn) where xi⊆I, ∀i= 1, 2, … , n. The size of 
itemset is denoted as |X| and it is the number of items in it. 
For easiness, open brackets are omitted for the itemset, if 
it contains one item, and the items that are presented in 
itemset are in lexicographical order.  

 

 

 

 

 

 

 

The Internal Utility IU (i, T) is the quantity associated with 
item i in a transaction T. For example, item a in TID1 of 
Table1 is associated with 21, hence IU(a, T1) = 2 and the  
External Utility EU (i) is the quantity associated with each 
item in the utility table 2. For example, item a of Table 2 is 
associated with quantity 5, hence EU(a) is 5.[16] 

The Utility of Item UI (i,T) is the product of the internal 
and external utility values of item i in Transaction T. for 
example, item a in T2, and the utility is UI (b,T2)= IU 
(b,T2)*EU (b)=2*5=10. The utility of an itemset X is 
denoted as UT(X,T), defined as the sum of the utility values 
of all the items of X in a transaction T. for example, item set 
<ab>  in T1, UT(<ab>,T)=UI(a,T1)+UI(b,T1)=10+4=14.[16] 

2. APRIORI BASED APPROACHES 

The basic idea of HUIM is inspired from algorithm 
proposed by Chan et al. [2]. Yao H et al. [16] has designed 
Utility model that considers purchase quantities and 

TID Items with 
Quantity 

1 (a,2)(b,1)(d,2) 

2 (b,2)(c,1) 

3 (a,1)(b,2)(c,3) 

4 (b,1)(c,1)(d,2) 

Item a b c d 
Profit 5 4 2 3 
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profits to High Utility Itemsets. The model name is Mining 
with Expected Utility (MEU). The nature of HUIM does not 
maintain downward closure property, Thus MEU model 
leads to huge memory. To address this issue, Liu et al 2005 
[12] proposed Two-phase algorithm. In the first phase, it 
explores all the possible high utility itemsets in level 
manner using candidate generation technique. In second 
phase, scans database to calculate the utility of the 
itemsets and results the high utility itemsets. One of the 
main feature of two-phase algorithm is Transaction 
Weighted Down-ward Closure (TWDC), is introduced to 
reduce the search space by reducing the maximum upper 
bound to its TWDC. TWDC helps in reducing the some of 
the unnecessary Itemsets[16] 

Year Algorithm 
2003 Top-k Objective directed data mining 

[1] 
2004 MEU [16] 
2006 UMining, UMining-H [15] 
2005 Two-Phase Algorithm [12] 

.   
3. CONCLUSION  

Traditional Frequent Itemset Mining algorithms are 
designed for extracting frequent itemsets from 
transactional databases. FIM does not give the patterns 
that are profitable with less frequent. High Utility Itemset 
Mining is introduced to derive the profitable itemsets 
without consideration of frequency. 
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