DESIGN OF SOFT COMPUTING CONTROL TECHNIQUES FOR TWO AREA LOAD FREQUENCY CONTROL
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Abstract- In this work we analyze and design Automatic load frequency control of two area power system using Fuzzy based PI Control and Fuzzy Logic Control, generation control is becoming increasingly important in view of increased load demand & reducing generating resources. The increasing load demands are posing serious threats to reliable operation of power systems. As we all know that Maintaining power system frequency at constant value is very important for the quality of the power generating equipment and the utilization equipment at the customer end. The job of automatic frequency regulation is achieved by governing systems of individual turbine-generators and Automatic Generation Control (AGC) or Load frequency control (LFC) system of the power system. The healthy and undamaged operation of generator needs the control of the following parameters: (a) Frequency to be maintained constant (b) the tie line power to be maintained between specified limits. If the above parameters are maintained with in desired limits the generation control is said to be most effective. The main objective of automatic generation control is to maintain the balance between the generation and demand of a particular power system. A power system model has been simulated within a MATLAB environment. A comparative study between the frequency responses of the system using Fuzzy Based PI control has been proposed which boosts of its superiority over a Fuzzy PI control in terms of its settling time and peak overshoot and its simplicity of realization.
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I. INTRODUCTION

For large scale electric power systems with interconnected areas, Load Frequency Control (LFC) is important to keep the system frequency and the inter-area tie power as near to the scheduled values as possible. The input mechanical power to the generators is used to control the frequency of output electrical power and to maintain the power exchange between the areas as scheduled. A well designed and operated power system must cope with changes in the load and with system disturbances, and it should provide acceptable high level of power quality while maintaining both voltage and frequency within tolerable limits. Load frequency control is basic control mechanism in the power system operation. Whenever there is variation in load demand on a generating unit, there is a momentarily an occurrence of unbalance between real-power input and output. This difference is being supplied by the stored energy of the rotating parts of the unit. Load Frequency Control (LFC) is being used for several years as part of the Automatic Generation Control (AGC) scheme in electric power systems. One of the objectives of AGC is to maintain the system frequency at nominal value (50 Hz) [1-2].

Automatic generation control (AGC) is defined as, the regulation of power output of controllable generators within a prescribed area in response to change in system frequency, tie line loading, or a relation of these to each other, so as to maintain the schedules system frequency and/or the established interchange with other areas within predetermined limits. The two basic inter-area regulating responsibilities are as follows: (i) When system frequency is on schedule, each area is expected automatically to adjust its generation to maintain its net transfer with other areas on schedule, thereby absorbing its own load variations. As long, all areas do so; scheduled system frequencies as well as net interchange schedules for all area are maintained. (ii) When system frequency is off-schedule, because one or more areas are not fulfilling their regulating responsibilities, other areas are expected automatically to shift their respective net transfer schedules proportionally to the system frequency deviation and in direction to assist the deficient areas and hence restore system frequency. The extent of each area’s shift of net 28 interchange schedule is programmed by its frequency bias setting. Therefore, a control strategy is needed that not only maintains constancy of frequency and desired tie-power flow but also achieves zero steady state error and inadvertent interchange. Numbers of control strategies have been employed in the design of load frequency controllers in order to achieve better dynamic performance.

II. CONCEPT OF LOAD FREQUENCY CONTROL

The active and reactive power demands are never steady and they continuously changes with the rising or falling trend of load demand. There is a change in frequency with the change in load which causes problems such as:

1. Most AC motors run at speeds that are directly related to frequency. The speed and induced electro motive force (e.m.f) may vary because of the change of frequency of the power circuit.

2. When operating at frequencies below 49.5 Hz; some types of steam turbines, certain rotor states undergo excessive vibration.
3. The change in frequency can cause mal operation of power converters by producing harmonics.

4. For power stations running in parallel it is necessary that frequency of the network must remain constant for synchronization of generators [3-6].

In the steady state operation of power system, the load demand is increased or decreased in the form of Kinetic Energy stored in generator prime mover set, which results the variation of speed and frequency accordingly. Therefore, the control of load frequency is essential to have safe operation of the power system.

Neglecting resistances

\[ P = \frac{E V}{X} \sin \delta \]

If \( \delta \) changes to \( \delta + \Delta \delta \), then \( P \) changes to \( P + \Delta P \)

\[ P + \Delta P = \frac{E V}{X} \sin (\delta + \Delta \delta) = \frac{E V}{X} (\sin \delta \cos \Delta \delta + \cos \delta \sin \Delta \delta) \]

Since \( \Delta \delta \) is very small,

\[ \cos \Delta \delta \approx 1 \quad \text{and} \quad \sin \Delta \delta \approx \Delta \delta \]

\[ P + \Delta P = \frac{E V}{X} \sin \delta + \frac{E V}{X} \cos \delta \Delta \delta \]

\[ \Delta P = \frac{E V}{X} \cos \delta \Delta \delta \]

or

\[ \Delta P \approx \frac{E V}{X} \Delta \delta \]

Small power changes mainly depends on \( \Delta \delta \) or \( \Delta f \).

Moreover, frequency is also a major stability criterion for large-scale stability in multi area power systems. To provide the stability, a constant frequency is required which depends on active power balance. If any change occurs in active power demand/ generation in power systems, frequency cannot be hold as its rated value. Hence, oscillations increase in both power and frequency [7-8]. Thus, the system is subjected to a serious instability problem. To improve the stability 34 of the power networks, it is necessary to design load frequency control (LFC) systems that control the power generation and active power at tie lines of interconnected system. In interconnected power networks with two or more areas, the generation within each area has to be controlled to maintain the scheduled power interchange. Load frequency control scheme has two main control loops. These are primary control and secondary control loops. This action has been realized by using a turbine-governor system in the plant [9-10].

Basically, single area power system consists of a governor, a turbine, and a generator with feedback of regulation constant. System also includes step load change input to the generator. This work mainly, related with the controller unit of a single area power system. The load frequency control strategies have been suggested based on the conventional linear Control theory. These controllers may be unsuitable in some operating conditions due to the complexity of the power systems such as nonlinear load characteristics and variable operating points. To some authors, variable structure control maintains stability of system frequency [11-12]. However, this method needs some information for system states, which are very difficult to know completely. Also, the growing needs of complex and huge modern power systems require optimal and flexible operation of them. The dynamic and static properties of the system must be well known to design an efficient controller. Under normal operating condition controller are set for small changes in load demand without voltage and frequency exceeding the pre specified limits. If the operating condition changes by any cause, the controller must be reset either manually or automatically. The objective of load frequency controller is to exert the control off frequency and at the same time real power exchange via outgoing transmission line.

The frequency is sensed by frequency sensor. The change in frequency and tie line real power can be measured by change in rotor angle \( \delta \). The load frequency controller amplify and transform error signal, i.e., \( \Delta f_i \) and \( \Delta P_{tie} \) in to real power command signal \( \Delta P_{ci} \) which is sent to the prime mover via governor (that control the valve mechanism). To call for an increment or decrement in torque the prime mover balances the output of governor which will compensate the value of error signal that is \( \Delta f_i \) and \( \Delta P_{tie} \). The process continues till deviation in form of \( \Delta f_i \) and \( \Delta P_{tie} \) as well as the specified tolerance [13-14].

The LFC problem in power systems has a long history. In a power system, LFC as an ancillary service acquires an important and fundamental role to maintain the electrical system reliability at an adequate level. It has gained the importance with the change of power system structure and the growth of size and complexity of interconnected systems.

![Fig.2.1 Load frequency control in single area power system](image1)

![Fig.2.2 Control area equipped with LFC](image2)
The LFC model given in Fig.2 uses three simple (first order) transfer functions for modeling the turbine, generator and power system (load and rotating mass). The effects of local load changes and interface with other areas are properly considered as two input signals. Each control area monitors its own tie-line power flow and frequency at the area control center. The area control error (ACE) which is a linear combination of tie-line and frequency errors is computed and allocated to the controller K(s). Finally, the resulted control action signal or a percentage of it is applied to the turbine-governor unit. The operation objectives of the LFC are summarized to maintain system frequency close to nominal value, to control the tie-line interchange schedules, and to divide the load between generator units. Commonly, a simple integral or proportional-integral control law is used as controller K(s) to perform LFC task [15-17]. A multi-area power system is comprised of areas that are interconnected by high-voltage transmission lines or tie-lines. The trend of frequency measured in each control area is an indicator of the trend of mismatch power in the interconnection and not in the control area alone. Therefore, following a load disturbance within a control area or an occurred mismatch power on tie-lines, the frequency of that control area experiences a transient change. The feedback mechanism comes into play and generates the appropriate signal to the turbine for tracking the load variation and compensates the mismatch power.

Depending on the type of generating units, and constraints on their range and rate of response to the LFC signals, the actual response time (for example for a steam unit) takes a few to several tens of seconds. In LFC practice, rapidly varying components of system signals are almost unobservable due to filters involved in the process. That is why further reduction in the response time of LFC is neither possible nor desired. Practically, the design and performance of an LFC system highly dependent on how generation units respond to control signal. Such control strategies are useful as they are able to maintain a sufficient level of reserved control range and a sufficient level of control rate. In light of this fact, although the present dissertation uses some academic examples (and data) in which the assumed parameters (and in result, dynamics of the simplified models) are not completely matched to real ones, and gives the impression that the output of the models can be changed quickly, however the proposed control strategies are flexible enough to set a desired level of performance to cover the practical constraint on the control action signals. Since the 1970s, the described LFC scheme in Fig.2 is widely used by researchers for the LFC analysis and synthesis.

III. DESIGN OF CONTROLLERS FOR LFC

P-I controller

P-I controller is mainly used to eliminate the steady state error resulting from P controller. However, in terms of the speed of the response and overall stability of the system, it has a negative impact. This controller is mostly used in areas where speed of the system is not an issue. Since P-I controller has no ability to predict the future errors of the system it cannot decrease the rise time and eliminate the oscillations. If applied, any amount of I guarantees set point overshoot.

![Fig 3.1 Block diagram of PI controller](image)

PI controller an integral error compensation scheme, the output response depends in some manner upon the integral of the actuating signal. This type of compensation is introduced by a using a controller which produces an output signal consisting of two terms, one proportional to the actuating signal and the other proportional to its integral. Such a controller is called proportional plus integral controller or PI controller [18-22].

Fuzzy Logic

In recent years, the number and variety of applications of fuzzy logic have increased significantly. The applications range from consumer products such as cameras, camcorders, washing machines, and microwave ovens to industrial process control, medical instrumentation, decision-support systems, and portfolio selection.

To understand why use of fuzzy logic has grown, you must first understand what is meant by fuzzy logic.

Fuzzy logic has two different meanings. In a narrow sense, fuzzy logic is a logical system, which is an extension of multi valued logic. However, in a wider sense fuzzy logic (FL) is almost synonymous with the theory of fuzzy sets, a theory which relates to classes of objects with unsharp boundaries in which membership is a matter of degree. In this perspective, fuzzy logic in its narrow sense is a branch of FL. Even in its more narrow definition, fuzzy logic differs both in concept and substance from traditional multivalued logical systems.

In Fuzzy Logic Toolbox™ software, fuzzy logic should be interpreted as FL, that is, fuzzy logic in its wide sense. The basic ideas underlying FL are explained in Foundations of Fuzzy Logic. What might be added is that the basic concept underlying FL is that of a linguistic variable, that is, a variable whose values are words rather than numbers. In effect, much of FL may be viewed as a methodology for computing with words rather than numbers. Although words are inherently less precise than numbers, their use is closer to human intuition. Furthermore, computing with words exploits the tolerance for imprecision and thereby lowers the cost of solution [23].
Another basic concept in FL, which plays a central role in most of its applications, is that of a fuzzy if-then rule or, simply, fuzzy rule. Although rule-based systems have a long history of use in Artificial Intelligence (AI), what is missing in such systems is a mechanism for dealing with fuzzy consequents and fuzzy antecedents. In fuzzy logic, this mechanism is provided by the calculus of fuzzy rules. The calculus of fuzzy rules serves as a basis for what might be called the Fuzzy Dependency and Command Language (FDCL). Although FDCL is not used explicitly in the toolbox, it is effectively one of its principal constituents. In most of the applications of fuzzy logic, a fuzzy logic solution is, in reality, a translation of a human solution into FDCL.

A trend that is growing in visibility relates to the use of fuzzy logic in combination with neuro computing and genetic algorithms. More generally, fuzzy logic, neuro computing, and genetic algorithms may be viewed as the principal constituents of what might be called soft computing. Unlike the traditional, hard computing, soft computing accommodates the imprecision of the real world. The guiding principle of soft computing is: Exploit the tolerance for imprecision, uncertainty, and partial truth to achieve tractability, robustness, and low solution cost. In the future, soft computing could play an increasingly important role in the conception and design of systems whose MIQ (Machine IQ) is much higher than that of systems designed by conventional methods.

Among various combinations of methodologies in soft computing, the one that has highest visibility at this juncture is that of fuzzy logic and neuro computing, leading to neuro-fuzzy systems. Within fuzzy logic, such systems play a particularly important role in the induction of rules from observations. An effective method developed by Dr. Roger Jang for this purpose is called ANFIS (Adaptive Neuro-Fuzzy Inference System). This method is an important component of the toolbox.

Fuzzy logic is all about the relative importance of precision: How important is it to be exactly right when a rough answer will do?

You can use Fuzzy Logic Toolbox software with MATLAB technical computing software as a tool for solving problems with fuzzy logic. Fuzzy logic is a fascinating area of research because it does a good job of trading off between significance and precision—something that humans have been managing for a very long time.

In this sense, fuzzy logic is both old and new because, although the modern and methodical science of fuzzy logic is still young, the concepts of fuzzy logic relies on age-old skills of human reasoning.

Fuzzy logic is a convenient way to map an input space to an output space. Mapping input to output is the starting point for everything. Consider the following examples:

- With information about how good your service was at a restaurant, a fuzzy logic system can tell you what the tip should be.
- With your specification of how hot you want the water, a fuzzy logic system can adjust the faucet valve to the right setting.
- With information about how far away the subject of your photograph is, a fuzzy logic system can focus the lens for you.
- With information about how fast the car is going and how hard the motor is working, a fuzzy logic system can shift gears for you.

Now that you understand the fuzzy inference, you need to see how fuzzy inference connects with logical operations.

The most important thing to realize about fuzzy logical reasoning is the fact that it is a superset of standard Boolean logic. In other words, if you keep the fuzzy values at their extremes of 1 (completely true), and 0 (completely false), standard logical operations will hold. As an example, consider the following standard truth tables.

1) Fig. 3.2 Truth Table

Now, because in fuzzy logic the truth of any statement is a matter of degree, can these truth tables be altered? The input values can be real numbers between 0 and 1. What function preserves the results of the AND truth table (for example) and also extend to all real numbers between 0 and 1?

One answer is the min operation. That is, resolve the statement A AND B, where A and B are limited to the range (0,1), by using the function min(A,B). Using the same reasoning, you can replace the OR operation with the max function, so that AOR B becomes equivalent to max(A,B). Finally, the operation NOT A becomes equivalent to the operation 1−A. Notice how the previous truth table is completely unchanged by this substitution.

Moreover, because there is a function behind the truth table rather than just the truth table itself, you can now consider values other than 1 and 0.

The next figure uses a graph to show the same information. In this figure, the truth table is converted to a plot of two fuzzy sets applied together to create one fuzzy set. The upper part of the figure displays plots corresponding to the
preceding two-valued truth tables, while the lower part of the figure displays how the operations work over a continuously varying range of truth values A and B according to the fuzzy operations you have defined.

ANN (Artificial Neural Network)

For purposes of nonlinear system control, it is important to have accurate models. Thanks to a very good approximating ability of multi-layer perceptron networks (MLP) we are able to create accurate neural models of nonlinear processes. For purpose of control of nonlinear dynamic systems, several control structures using neural models and inverse neural models have been developed, and this article deals with them.

Neural model of process is represented by three-layer artificial neural network of MLP type. The objective of MLP network is to approximate the relation of system output in k-th step on basis of past values of system output and input and thus get feed-forward neural model. Than we can describe nonlinear dynamic system by following model:

\[ y'(k+1) = f[y(k), y(k-1), K, y(k-n+1), u(k), u(k-1), K, u(k-m+1)] \] (1)

where u - process input, y - process output, n - order of process output, m - order of process input, nonlinear function, k - discrete time (\( t = k * T_vz \), \( T_vz \) is sampling period). For purpose of system control, we used inverse neural model, which we get by exact inversion of model from equation (1) by expressing controller output u(k):

\[ u(k) = f^{-1}[y'(k+1), y(k), y(k-1), K, y(k-n+1), u(k-1), K, u(k-m+1)] \] (2)

Neural controllers for control of nonlinear processes are using inverse neural models. We’ve chosen following neural controllers to compare the control performance of nonlinear processes:

- Robust direct inverse neural control,
- Internal model control with neural models,
- Predictive neural control

In direct inverse control, inverse model described by equation (2) is used. We used predicted value \( y'(k+1) \) known from the set of input-output data while training the inverse model. In closed-loop circuit the predicted value \( y'(k+1) \) is replaced by reference value \( w(k+1) \), and thereby we get closed-loop neural controller out of the inverse model. In Fig.7 is shown a block scheme of direct inverse control.

Direct inverse control as shown in Fig.7 can not remove permanent reference error when the system parameters changed, or disruption occurs. Therefore an adapting block which adapts neuron threshold value in output layer of neural network is added to control. In Fig.8 is displayed a block scheme of robust inverse control, where the adapter is as a simple integrator in form:

\[ B = 1 + \beta \sum (w - y) \]

where \( \beta \) is adaptive parameter from range 0 to 1.

The IMC control structure uses inverse neural model of system as a controller. It uses negative feedback of difference between the system output and output of neural model to suppress the reference error. A filter to attenuate step changes of differences may be connected in the negative feedback.
Predictive neural control uses direct neural model to predict future outputs of process assuming the control variable will be $u'$. This control variable is optimized in each step of control process, so that predicted value of output $y'(k+i)$ step reaches reference value $w$.

IV. SIMULATION RESULTS

Simulations are performed using MATLAB-SIMULINK.
Comparison of PI, Fuzzy and ANN frequency deviation in Area 1 and Area 2
V. CONCLUSION

A PI controller used for load frequency controller of two area interconnected power system has been presented. It can be implemented in four area power system and controlled by using advanced controller systems. The system performance was observed on the basis of dynamic parameters i.e. settling time, overshoot and undershoot. The system performance characteristics reveals that the performance of fuzzy logic controller method better than other controllers. As a further study, the proposed method can be applied to multi area power system load frequency control (ALFC) and also optimum values can be obtained by Genetic Algorithm.
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