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Abstract— With a tremendous growth of big data in the field of healthcare, there has been a significant development made in predicting diseases with the application of machine learning algorithms. From the prediction of epidemic outbreak and multiple diseases to providing better means of storing and securing healthcare data, implementation of machine learning in the field of healthcare promises accurate results. The main focus is on to use machine learning in healthcare to supplement patient care for better results. Machine learning has made easier to identify different diseases and diagnosis them correctly. Predictive analysis with the help of efficient multiple machine learning algorithms helps to predict the disease more correctly and help treat patients. Collecting medical data of humans using IoT and evaluating and analyzing them to predict the disease has provided an efficient mechanism for an integrated machine learning and IoT solution in healthcare. This paper mainly aims to provide collective mechanisms which would implement machine learning technologies to yield accurate results. This purpose of this paper is to study optimized machine learning algorithms for their utilization in multiple disease prediction.
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I. INTRODUCTION

Today’s computing era is the era of the machine learning. Tremendous and rapid increase in data storage and computer processing has resulted in the development of different, magical and smarter form of technology. Earlier in the tabulating systems era (1900s — 1940s) and programming era (from 1950s), computer systems were only able to perform iterative, conditional and logical computations. However with the advent of new technologies, such computing systems were developed which could learn without being explicitly programmed to perform specific task. Such technology is termed as Machine Learning where a machine or a system is able to learn from certain algorithms and make predictions on the basis of it.

Machine Learning algorithms are implemented everywhere. It has become increasingly popular with more and more applications in places where we cannot even think of. Its implementation can be found in many fields. You would be using it in one of its form and you wouldn’t even know. That is the magic of it. From virtual personal assistants, predictions while commuting, video surveillance and social media services to online customer support, search engine result refining, product recommendations and online fraud detection, machine learning algorithms are widely used.

One such implementation of machine learning algorithms is in the field of healthcare. Medical facilities need to be advanced so that better decisions for patient diagnosis and treatment options can be made. Machine learning in healthcare aids the humans to process huge and complex medical datasets and then analyze them into clinical insights. This then can further be used by physicians in providing medical care. Hence machine learning when implemented in healthcare can leads to increased patient satisfaction.

In this project, we try to implement multiple functionalities of machine learning in healthcare in a single system. Instead of diagnosis, when a disease prediction is implemented using certain machine learning predictive algorithms then healthcare can be made smart. Some cases can occur when early diagnosis of a disease is not within reach. Hence disease prediction can be effectively implemented. As widely said “Prevention is better than cure”, prediction of diseases and epidemic outbreak would lead to an early prevention of an occurrence of a disease. This project mainly focus on the development of a system or we could say an immediate medical provision which would incorporate the symptoms collected from multisensory devices and other medical data and store them into a healthcare dataset. This dataset would then be analyzed using certain efficient machine learning algorithms to deliver results with maximum accuracy.

II. RELATED WORK

There have been many studies in the field of implementing machine learning techniques in healthcare. Machine learning in healthcare has been one of the top priorities for the researchers. Using various data mining techniques and studying about the hidden patterns, insights can be extracted. These insights can further be used for disease and epidemic prediction.

Datasets from the already available repositories can be used for training the machine. Data pre-processing or data cleaning is one the important aspect to be carried out before implementing machine learning algorithms for
mining purposes. We need to systematize or normalize the data for a better understanding. [1]. Paper [2] describes how weighted fuzzy rule based system can be used for diagnosis of heart disease. This paper also implements the neural network based system. Attribute selection from the dataset is one the relevant aspects of data mining. Paper [3] brings into light of selecting the minimum and suitable features. This helps in increasing the prediction accuracy and decreasing the computational complexity. Research work by paper [6] also describes various attribute selection techniques. It concludes that both Adaboost and Decision tree are highly efficient classification algorithms for diseases prediction and yields good performance. This [5] paper analyzes the resource frequency prediction and states how highly frequented resources yields better results of prediction than lowly frequented resources. It also compares the performance of the Nearest Neighbours and Random Forest.

Paper [6] proposes a model based on neural network. This paper aims to achieve a prediction of 94.8%. When compared with the convergence speed of the CNN-based model, the convergence speed of this model is relatively greater. The paper [7] has summarized various data mining techniques such as classification, clustering, association to analyze and predict human disease. Another noteworthy research by paper [8] has been made which defines a system that can prevent spread of airborne diseases. Using big data technologies and IoT, an intelligent dispenser can be made which could prevent millions of dollars spent on infectious diseases.

Paper [9] describes how Re-RX with J48graft algorithm can be used to predict diabetes with high accuracy. To predict type II diabetes, a comparison has been made in paper [10] among the various data mining classification algorithms like Naive Bayes, RFBB Network and J48 who are having the accuracy of 76.95%, 74.35% and 76.52% respectively. Paper [11] defines and compares decision tree, random forest, Naive Bayes and Support Vector machine to predict type II diabetes. It uses fivefold cross validation approach for the comparison.

The main aim behind the process of feature selection is to remove the redundant and non-relevant data. This results in improving the efficiency of classifier and hence increases the accuracy in percentage of true positive predictive values. Non-relevant features results in the decrease of accuracy.

### IV MACHINE LEARNING TECHNIQUES

Machine learning is solely the process of developing a system that can learn from its past experience. Machine learning is a mechanism that covers data mining and statistics. If a computer system has the capability to improve its performance of computing or performing a certain task on the basis of its past experience, better decisions can be made on patient's diagnoses and treatment options, by applying suitable machine learning technique. Some of its techniques are explained below.

#### A. Decision Tree

A decision tree as defined by Han and Kamber (2006) [12] is a visual chart which is represented in the form of a hierarchical structure. The topmost node in the tree represents the root node. After applying a splitting algorithm, an internal node is generated which represents a test on an attribute.

Decision tree learning algorithm is a supervised machine learning algorithm. It uses a decision tree which is used to map items to certain predictive conclusions. It is based on the classification model which categorizes the input data into an outcome.

This outcome may belong to a particular class domain. The training medical dataset is used to build a classification model in the form of a decision tree. This model is then further used to map the testing dataset to a predictive result. The accuracy of the algorithm depends on the features selected to train the machine.

Splitting attribute can be selected using Information Gain, Gini Index and Gain Ratio Decision Trees.

- Information Gain selects the attribute in such way that entropy is maximized. It gives the measure of how much information feature can provide about a class.
• Gini index provide the measure of impurity of a data.

\[ Gini = 1 - \sum_{i=1}^{C} (p_i)^2 \]

• Gain Ratio is the ratio of information gain (entropy) to the split information.

\[ \text{Gain Ratio} = \frac{\text{information gain}}{\text{split information}} \]

B. Support Vector Machine

Support Vector Machine looks at the extreme of the datasets and draws a decision boundary also known as hyper-plane. It is a technique which best segregates the two classes. Both pattern classification and nonlinear regression can be implemented using Support Vector Machine (SVM). The main idea behind the Support Vector Machine is to generate a multidimensional hyper-plane. This hyper-plane can further be used to discriminate between two classes. When the amount of input variables is larger comparative to the available observations, then Support Vector Machine (SVM) can implemented with a greater ease than the other classification algorithms.

As given in paper [13], the hyper-planes can be constructed as follows:

Let in the given training dataset \( \{(x_i, y_i)\} \) where \( i \) range from 1 to \( N \), \( x_i \) is the input pattern for the \( i \)th instance and the target output being represented as \( y_i \). We can linearly separate patterns which are represented by the subset \( y_i = +1 \) and the subset \( y_i = -1 \). The equation of the hyper-plane of this separation is represented as

\[ w^T x + b = 0 \]

Here \( x \) represents input vector, \( w \) represents an adjustable weight factor and \( b \) is a bias. Thus,

\[ w^T x + b \geq 0 \quad \text{for} \quad y_i = +1 \]

\[ w^T x + b < 0 \quad \text{for} \quad y_i = -1 \]

Hence \( g(x) = w_0^T x + b_0 \) gives the discriminant function which is the algebraic measure of distance of \( x \) from hyper-plane.

C. Logistic Regression

Logistic Regression makes use of logistic function for classification of input datasets. Also called as sigmoid function, it is a S-shaped curve whose input can be any real number. It then maps the input values to a value between 0 and 1. It can be represented as follows:

\[ \text{Sigmoid}(x) = \frac{1}{1 + e^{-x}} \]

Logistic Regression can be considered as probabilistic linear classifier. It basically predicts the value of \( Y \) (dependent) variable for each of the \( X \) (independent) variable. The basic difference between linear regression and logistic regression is that instead of measure the \( Y \) variable directly, logistic regression measures the probability of obtaining a particular value of a variable.

V. CONCLUSION

In this paper, we have studied about various machine learning algorithms. These algorithms can then further be used in the field of healthcare for early prediction of multiple diseases and epidemic. Using these algorithms multiple self learning systems can be developed which can aid doctors for better and easier diagnosis of multiple diseases. Decisions related to patient healthcare can be made for the scope of efficient outcomes.
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