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Abstract - It is an important task to count the number of 
the objects in the image automatically. Because the objects in 
the image are sometimes overlapped with each other and even 
covered with different shaped objects, it is very difficult to 
detach these objects before counting them. Circular Hough 
transform has been used extensively to detect and count 
overlapped objects with circular shapes. However it can not 
detach the overlapping circular objects efficiently, and the 
counting task will provide inaccurate results when the circular 
objects are covered with random shaped objects. To deal with 
this problem, an integrated method is proposed based on the 
Hough Transform and Contour Detection methods. 
Furthermore, a software is implemented using the pycharm 
and the CV2 , numpy and OS libraries. The experimental results 
show that the proposed method can detect and find the 
coordinates of the circular objects in an image.  
  
1. INTRODUCTION   
  
Computer vision is a field that includes methods for  
capturing, pre-processing, analyzing, and understanding 
images. A theme in the development of this field has been to 
duplicate the abilities of human vision by electronically 
perceiving and understanding an image.   
 
Computer vision is a vast field, with a lot of different 
subfields, and all the sub fields are different from each other. 
In these sub-fields of computer vision, it is an important task 
to count the objects in the image. Normally counting objects 
with a naked human eye looks easy, but the main thing is it 
will take some time until the person completes counting all 
the objects in a specified area. The human errors in counting 
objects will decrease the efficiency of the work and it is also 
very tiring for the person performing the task. There can also 
be some overlapping objects in the scene which make the 
task challenging to accomplish.  For the detection of any type 
of objects in image processing, it is necessary to distinguish 
the object you want to detect from other objects in the scene 
or in the background. This can be achieved with several 
image processing techniques like applying threshold 
technique on the images and obtaining a binary image to 
detect the blob of white pixels. Morphological approaches 
like erosion and dilation can also be applied. However, 
depending upon the scenario there are some deficiencies 
existing in the methods introduced above, for example, the 
morphological based approach is not so much efficient to 
deal with clumps of circular shaped objects e.g. blood cells. 
After detection of the objects, the next step is to count 
objects. For more accuracy, it is necessary to segment all the 
objects very well before counting them, which means that 
the objects should be separated from each other. This 

detached object scenario provides us the advantage of 
counting random shaped objects precisely.   
 
Various approaches have been proposed to deal with the 
counting problem by images. For example, Rizon used the 
Circular Hough Transform (CHT) technology to detect single 
circular object, where the histogram equalization technique 
is applied as a first step to increase the contrast in the image. 
After that canny edge detection is applied, followed by 
separability filter and finally CHT is applied to detect circles. 
Orazio proposed a method based on Circular Hough 
transform in combination with neural networks to 
differentiate ball from other circular shaped objects.   
 
On the basis of these works above, an integrated approach is 
proposed to deal with the object counting task in this paper, 
which can be applied to an image having random colors of 
circular objects and noncircular objects. Some experiments 
are carried out, where the test image has some circular 
shaped overlapping objects while one circular and non-
circular shaped objects are overlapped with each other. Our 
proposed approach will successfully segment all the 
overlapping objects and will also count them efficiently.   
    

2. METHODOLOGY  
  
In this study, an integrated approach is proposed to realize 
the separation and counting task by images, and the basic 
contents of this task are summarized in Fig. 1.   
 

 
 

Fig:1 Overall flow diagram of the procedure adopted. 
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In the proposed integrated approach, there are seven main 
steps: (1) Firstly, the image is retrieved and then it is 
converted into a grayscale image, for the sake of fast 
computation and data reduction. (2) In the next step, the 
canny edge detection is applied to detect the edges. Edges 
are detected at the locations where pixels have sharp 
changes in their intensities, as some foreground pixels are 
same as the background so those edges are not detected 
properly. 
 
After the edge detection step there is still some noise caused 
by the illumination changes. Setting the parameters of the 
canny edge detector will remove the noise pixels to the 
greatest extent and the edges of the desired objects become 
clearer. (3) The next step is to find the contours of the 
detected edges in the image. To create easiness in the next 
steps, all the contours are drawn with red color, for having a 
better visibility and a greater pixel intensity difference. (4) 
After that circular Hough transform is applied, which is a 
variation of Hough transform, to detect the circular object 
contours. (5) Then the contours of circular shape objects are 
drawn and filled internally. (6) The circular Hough transform 
is again applied but this time with a different purpose, to get 
the absolutely detached objects. (7) In the last step any 
technique can be applied to detect the white blobs in the 
image. In the proposed approach, the contour detection 
technique is used again to count objects irrespective of their 
shapes. Then those results are drawn on the original image 
to display the final output. The work flow of the proposed 
approach is shown in Fig. 2 and the main processes of the 
proposed approach are introduced as follows in detail.   
 

 
 

Fig 2: Flow Diagram of implementation. 
 

A. Edge Detection   
 
The aim of performing edge detection in general is to 
significantly reduce the amount of data in an image, which 
will be used in the further processing. This step increases the 

computation speed of the approach while preserving the 
structural properties of the image. Edge detection in image 
processing can be applied to the RGB images and can also be 
applied to the grayscale image. Applying on the grayscale 
images decrease the computational requirements. Several 
algorithms exist for edge detection, such as Prewitt, Sobel, 
Roberts and canny are available out of which the 
performance of canny is far better. Even though it is quite 
old, it has become one of the standard edge detection 
methods and is used in our work.   
 
The Canny Edge Detection algorithm consists of five steps:   
 

1) Smoothing: In this step, the image is blurred to 
remove noise, so that it can be used for further 
processing.   

 
2) Finding gradients: The edges should be marked 

where the gradients of the image has large 
magnitudes. It means that the edges where the 
intensity of the image has an abrupt change will be 
marked as an edge.   

 
3) Non-maximum suppression: Non-maximum is 

actually a technique to perform edge thinning. Only 
local maxima should be marked as edges, and edges 
with the values less than the local maximum are 
discarded to obtain more accurate and sharp edge 
detections.   

 
4) Double thresholding: Potential edges are 

determined by thresholding. Even after the 
application of non-maximum suppression, the 
detected edge pixels are quite good enough to 
present the real edge. However, there are still some 
edge pixels at this step caused by noise and color 
variation. In order to remove the noise caused by 
these two factors, it is required to filter out the edge 
pixels having the weak gradient value and only 
preserve the edges with the high gradient value.   

 
5) Edge tracking by hysteresis: After performing all the 

above steps we obtain almost accurate edges but 
still there can be edges which are separate, raising 
the possibility of the edges detected caused due to 
noise, so the final edges will be determined by 
suppressing all edges that are not connected to a 
very certain or strong edge.   

  

B. Contour detection   
 
Contour detection is a technique to find out the boundaries 
of pixels with sharp intensity changes. Contours consist of a 
set of points connected to each other, most likely to be 
located on the outlines of objects. Contour detections take a 
binary image as an input which is the output of the canny 
edge detector or a binary image obtained by applying the 
global thresholding technique on a grayscale image. It 
calculates the boundaries of objects, makes a hierarchy of 
the object contours to keep the record of the holes inside the 
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parent objects. This information can be used to extract and 
draw any contour depending upon the user requirement.   
 

C. Hough Transform   
   
The Hough Transform (HT) has been recognized as a very 
powerful tool for the detection of parametric curves in 
images. It is implemented by a voting process that maps 
image edge points into manifolds in a properly defined 
parameter space. The Circular Hough Transform (CHT) is 
one of the modified versions of the HT. The purpose of using 
CHT is to find the circular patterns within an image scene. 
The CHT is used to transform a set of feature points in the 
image space into a set of accumulated votes in a parameter 
space. Then, for each feature point, votes are accumulated in 
an accumulator array for all parameter combinations. The 
array elements that contain the highest number of votes 
indicate the presence of the shape. A circle pattern is 
described by  (1) where x0 and y0 are the coordinates of the 
center and r is the radius of the circle.  The workflow 
diagram of CHT to detach circular objects in this paper is 
shown in Fig. 3. 
 

 
 

Fig 3: The workflow diagram of detachment process based 
on CHT 

 

3. APPLICATIONS  
  
It will recognize and detect image at the same time specially 
used in CCTV cameras. It can also be used for medical 
purpose to study the imperfection in the cells due to any sort 
of damage caused as they are circular in shape.    
 

4. ALGORITHM  
  
STEP 1: Declare a VideoCapture object and associate to 
webcam, 0 => use 1st webcam.   

STEP 2: Check if VideoCapture object was associated to 
webcam successfully.   

STEP 3: # if not, print error message to std out   

STEP 4: pause until user presses a key so user can see error 
message.   

STEP 5: and exit function (which exits program)   

STEP 6: until the Esc key is pressed or webcam connection is 
lost   

STEP 7: read next frame   

STEP 8: if frame was not read successfully   

STEP 9: print error message to std out   

STEP 10: pause until user presses a key so user can see error 
message   

STEP 11: exit while loop (which exits program)   

STEP 12: blur   

STEP 13: close image (dilate, then erode)   

STEP 14: closing "closes" (i.e. fills in) foreground gaps   

STEP 15: break out number of rows and columns in the 
image, rows is used for minimum distance between circles in 
call to hough circles.   

STEP 16: fill variable circles with all circles in the processed 
image   

STEP 17: this line is necessary to keep program from 
crashing on next line if no circles were found STEP  

18: for each circle   

STEP 19: break out x, y, and radius   

STEP 20: print ball position and radius  STEP 21: draw small 
green circle at center of  detected object   

STEP 22:  draw red circle around the detected object   

STEP 23: create windows, use WINDOW_AUTOSIZE for a 
fixed window size   

STEP 24: or use WINDOW_NORMAL to allow window 
resizing   

STEP 25: show windows   

STEP 26: remove windows from memory   
 

5. IMPLEMENTATION RESULTS  
 
To test the performance of the proposed approach, some 
experiments are carried out. In this study, the experimental 
work is implemented using python libraries linked with 
pycharm. Libraries like CV2 , numpy and os are really 
efficient and has fast processing and less time consumption 
for performing computer vision tasks.Pycharm is adopted as 
an implementation tool in our method.   
 

In the experiments, an RGB image is inputed from the 
webcam using OS library. Then the image is converted into 
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the grayscale image which will be used in the next steps to 
save the computation time, as time is considered to be the 
most important factor in image processing.   
After that canny edge detector is applied on the grayscale 
image to compute the edges of sharp intensity. It can be 
easily seen that with the edges of circles there is some noise 
coming from background as the background is not plain. The 
output of canny edge detection gives us the edges of the 
objects.At this step, even if circular Hough transform is 
applied only coins will be detected and counted because of 
their circular shape but pen will not be detected because it is 
not circular in shape. The purpose of the proposed approach 
is to use circular Hough transform in such a way to get the 
results in which all the desired objects are detached from 
each other and after that using a generic image processing 
technique e.g. contour detection to count objects irrespective 
of their shapes. So for the purpose of simplification the pen 
contour is separated and filled internally to be prominent, 
even though the results can be achieved otherwise, we can 
see that the pen still has some noise as a part of the coin is 
attached to it, which can be removed by drawing the contour 
with a black boundary around it. In the proposed method, no 
morphological approach is applied. Contours of the circles 
are drawn on a new image which is an 8bits 3-channels 
image. In this paper, Circular Hough transform is used not 
just only to detect the circular shaped objects, but also to 
draw the closed contour circles. After the contour detection 
step, a lot of circles have open and unconnected boundaries. 
So by applying circular hough transform, retrieved the 
circles having a closed contour and after that circles are 
filled to to be visually prominent, but still the objects are not 
totally detached.   
 

  
 
Circular Hough transform is again applied on the already 
filled circles while making the circle boundary pixels black 
for object separation. Output of the following step 
transforms overlapped objects into completely detach 
objects and it will treat one object as a full circle and other 
object will be the remaining part of the total overlapped 
area. After that, pen and coins are combined on the same 
image and it is quite evident that all the objects are detached. 
According to the initial statement made, the purpose of our 
proposed approach is to detach all the objects. Objects can be 
circular or any random shaped objects attached or 
overlapped with the circular shaped objects. Now because all 
the objects are detached, they can be counted using a lot of 

techniques such as blob detection or contour detection. In 
this study, contour detection is applied to complete the task 
of object counting. The final results of the experiment is 
shown in above figure.  
   

6. DISCUSSION  
 
Our method is better than other methods because it will 
recognize image and detect the motion of the image at the 
same time which will reduce our time and we will get the 
better output. When we move the image using numpy library 
the coordinates will also be displayed on the output screen. 
By doing this we can detect the motion of the image and get 
an idea of what is the radius of  the that particular circular 
pattern. To further prove the performance of the proposed 
approach, it is compared with the implementation in Matlab 
and a comparison experiment is carried out. We have used 
OS library from which we can access the webcam and take 
live images that are to be processed which reduces the 
processing time.    
   
The average computational times of the proposed approach 
based on CV2 ,numpy and OS the method implemented in 
Matlab are 0.32s and 1.38s respectively. Furthermore, the 
proposed method based on CV2 , numpy with OS has 
outperformed Matlab in processing speed, being 5-6 times 
faster than Matlab. This performance of the proposed 
approach is very important for the computer vision 
applications in real time operations.  
   

7. CONCLUSIONS  
  
In this paper, the counting task in the image is studied, where 
the image has circular shaped objects that are overlapping or 
very close to each other, including some random shaped 
overlapping objects. In the proposed approach, all the 
objects are detected, segmented. Our proposed approach 
successfully segmented all the circular shaped objects e.g. 
coins. In our proposed approach, automatic segmentation of 
different circular  shaped objects is done. The experiment 
results of the proposed approach show the efficiency of the 
proposed approach.   
 
The proposed method can be used to solve the problem of 
detachment of random shaped cells attached with the 
circular shaped cells. As we know, in industries, for the 
estimation of goods infrared sensors based systems are used. 
They only detect the objects but have no color information, 
thus can’t keep the record of each object separately. Using 
the proposed system objects can be quantized and 
categorized into different colors. The techniques applied in 
the system can also be applied to the cell segmentation and 
counting in the human blood, using the captured image of 
blood smears.  
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