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Abstract - Hadoop is a cloud framework that supports the processing of large datasets in a distributed computing environment. Mapreduce technique is being used in hadoop for processing and generating large datasets. A key benefit of mapreduce is that it automatically handles failures and hides the complexity of fault tolerance from the user. DDoS attacks have a history of flooding the victim network with an enormous number of packets, hence exhausting the resources and preventing the legitimate users to access them. After having standard DDoS defense mechanism, still attackers are able to launch an attack. A novel scheme is proposed to detect DDoS attack efficiently by using MapReduce programming model, SAMR (Self Adaptive MapReduce) scheduling algorithm is being introduced which can find slow tasks dynamically by using the historical information recorded on each node to tune parameters. SAMR reduces the execution time when compared with existing systems.
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1. INTRODUCTION

Mapreduce is used in cloud computing because of hiding the complexity of fault tolerance from the programmer. SAMR mapreduce scheduling technique is being developed which uses the historical information and find the slow nodes and launches backup tasks. The historical information is stored in each nodes in XML format. It adjusts time weight of each stage of map and reduce tasks according to the historical information respectively. It decreases the execution time of mapreduce job and improve the overall mapreduce performance in the heterogeneous environment. In this paper we are tuning the parameters using Minimum Spanning Tree(MST) clustering technique and then assigning tasks to each node thus improving the performance of hadoop in the heterogenous environment. With HDFS federation, multiple Namenode servers manage namespaces and this allows for horizontal scaling and performance improvements

1.1 Distributed denial of service (DDoS) attacks

DDoS attack is a distributed, large scale coordinated at-tempt of flooding the network with an enormous amount of packets which is difficult for victim network to han-dle, and hence the victim becomes unable to provide the services to its legitimate user and also the network performance is greatly deteriorated. This attack exhausts the resources of the victim network such as bandwidth, memory, computing power etc. The system which suffers from attacked or whose services are attacked is called as "primary victim" and on other hand "secondary victims" is the system that is used to originate the attack. These secondary victims provide the attacker, the ability to wage a more powerful DDoS attack as it is difficult to track down the real attacker. Denial of Service (DoS) attacks is used to consume all the resources of the target machine (victim's services) Distributed denial of service (DDoS) attack is some sort of malicious activity or a typical behavior, which cooperate the availability of the server's resources and prevents the legitimate users from using the service. DDOS attacks are not meant to alter data contents or achieve illegal access, but in that place they target to crash the servers, generally by temporarily interrupting or suspending the services of a host connected to the Internet. DOS attacks can occur from either a single source or multiple sources. Multiple source DOS attacks are called distributed denial-of-service (DDoS) attacks.

A Denial of Service (DoS) attack is an attempt to make a computer resource unavailable to normal users. The Dos attacks are becoming more powerful due to bot behavior. Attack that leverages multiple sources to create the denial-of-service condition is known as The Distributed Denial of Service (DDoS) attack. DDoS attacks are big threats to internet services. HTTP flooding attack is one of the typical DDoS attack, in that hosts are sending large amount of request to target website to exhaust its resources [1]. Now a day there is massive growth in internet traffic. Due to this many DDoS attack detection systems facing a problem. A Distributed Denial of service (DDoS) attack can employ hundreds or even thousands of computers that have been previously flooded by HTTP GET packet.
1.2 Literature Survey

Hadoop defaultly uses FIFO technique in which the tasks are given priority in the order they arrived. This technique takes more response time for slower jobs when compared to faster jobs. SARS(Self-Adaptive Reduce Scheduling) can decide the start time points of each reduce tasks dynamically according to each job context, includes the job completion time. LATE (Longest Approximate Time to End) scheduling improves the execution in hadoop by finding real slow tasks. SAMR improves the execution in hadoop by finding real slow tasks.

2. Detection of DDoS Using Hadoop

Hadoop provides the tools for processing vast amounts of data using the MapReduce framework and, implements the Hadoop Distributed File System (HDFS) [73,74]. It can be used to process vast amounts of data in parallel on large clusters in a reliable and fault-tolerant fashion. There are two distinct algorithms that have been proposed:

1) Counter based method: This method relies on three key parameters: time interval which is the duration during which packets are to be analyzed, threshold which indicates frequency of requests and unbalance ratio which denotes the anomaly ratio of response per page requested between specific client and server.

The number of requests from a specific client to the specific URL within the same time duration is counted using the masked timestamp. The reduce function aggregates the number of URL requests, number of page re-quests, and total server responses between a client and a server. Finally values per server are aggregated by the algorithm. When the threshold is crossed and the unbalance ratio is higher than normal ratio from h, the clients are marked as attackers.

The key advantage of utilizing this algorithm is its low complexity. However the authors have indicated that the threshold value determination could be a key deciding factor in the implementation but do not offer any further information on how to determinate the value.

2) Access pattern based method: This method is based on a pattern which differentiates the normal traffic from DDoS traffic. This method requires more than two MapReduce jobs:

First job gets the access sequence to the web page between a client and a web server and computes the spending time and the bytes count for each request of the URL;

Second job finds infected hosts by comparing the access sequence and the spending time among clients trying to access the same server.

3. Proposed Model

Even though there are many DDoS solutions proposed by different researchers, literature shows that there has been no effective way proposed to defend against DDoS attacks. To Detect DDoS, Counter based and Pattern Based Algorithm are quietly famous approach in Hadoop but still the major challenges are that they still have a lot of orientation towards batch processing and because of this ad hoc query jobs are delayed.

Hadoop is open source software based on scalability, distributed and reliability concept. It is best suited for large scale i.e. cloud, provides optimum analyzed data by distributing cloud into multiple chunks. It uses scheduling algorithms for MapReduce.

3.1 SAMR Scheduling

To overcome the shortcoming of Hadoop scheduling SAMR scheduling was proposed. After a job is committed, SAMR splits the job into map and reduce tasks, and assigns them to a series of nodes. In the interim, it reads historical information which stored on every node and updated it after every execution. In that case, SAMR adjusts time weight of each stage of map and reduce tasks according to the historical information respectively.

As a result, it gets the progress of each task accurately and finds which tasks need backup tasks. It identifies slow nodes and classifies them into the sets of slow nodes dynamically. SAMR launches the backup tasks on the basis of information of these slow nodes and ensures that the backup tasks are not slow tasks. It gets the final results of the tasks when either slow tasks or backup tasks finish first.

The proposed model that uses SAMR Counter based algorithm that improve the efficiency as it reads historical information which stored on every node and updated it after every execution. This give more accurate Progress score and finds which task needs backup task.

This model inputs three parameters: time interval, threshold and unbalance ratio, which are stored in HDFS through packet loader. The packet collector receives IP packets from trace files on the disk, and writes them to HDFS. IP packets are stored in the binary format. The threshold and unbalanced ratios for server are passed as parameters along with the timestamp. Job starts at the client and Job Tracker running SAMR scheduler splits the job into map and reduces tasks and assigns them to a series of nodes while doing thus it also reads historical information which is stored on every node and is updated after every execution. SAMR then adjusts time weight of each stage of map and reduce tasks as per the historical information respectively.

Thus, it gets the progress scores of each task accurately and finds which of the tasks need backup tasks to run and also identifies the slow nodes and classifies them into the sets of slow nodes dynamically.

It gets the final results of the fine-grained tasks when either slow tasks or backup tasks finish first. The map task generates keys to classify the requests and response HTTP messages. Then, the reduce task summarizes the HTTP
request messages and marks the abnormal traffic load by comparing it with the threshold. The map task generates keys to classify the requests and response HTTP messages. Then, the reduce task summarizes the HTTP request messages and marks the abnormal traffic load by comparing it with the threshold. The results are saved back to HDFS.

Tentative results show that SAMR significantly decreases the time of execution up to 25% compared with Hadoop's scheduler.

3.2 Theoretical Foundation

The framework provides a default partitioning function but the user is allowed to override this function by a custom partitioning. The locations of these buffered pairs on the local disk are passed back to the master. The master then forwards these locations to the reduce workers. When a reduce worker is notified by the master about these locations, it uses remote procedure calls to read the buffered data from the local disks of mapworkers.

3.3 MST Methodology

The SAMR technique uses the historical information that is being stored in each node and using that information it finds the real slow tasks. Then it maps the slow tasks and reduces the slow tasks. In this paper we use the Minimum Spanning Tree (MST) clustering technique to tune the parameters in the historical information and finding the slow tasks very accurately. The proposed Minimum Spanning Tree (MST) algorithm can solve even the most difficult clustering issues. It requires the number of clusters that we are going to use in our process. The algorithm finds k centroids, one for each cluster. Depending on the location of the centroid the result will vary.

3.4 SAMR Algorithm

Step 1: Start procedure
Step 2: input: Key/Value pairs
output: Statistical results
Step 3: read historical information
Step 4: tune parameters using proposed k-means clustering
Step 5: Find slow tasks
Step 6: Find slow tasktrackers
Step 7: Launch back up tasks
Step 8: Using the results update the historical information
Step 9: End procedure

Table -1: Comparison of existing with proposed systems

<table>
<thead>
<tr>
<th>S.NO</th>
<th>ALGORITHM</th>
<th>ADVANTAGE</th>
<th>DISADVANTAGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>First In First Out(FIFO) scheduling</td>
<td>Reduces response time due to speculative execution. Works well in case of short jobs.</td>
<td>Uses fixed threshold for selecting tasks to reexecute. Can’t identify which tasks to be reexecuted on fast nodes correctly.</td>
</tr>
<tr>
<td>2</td>
<td>Self-adaptive Reduce scheduling(SARS)</td>
<td>Reduces completion time. Decrease response time</td>
<td>Only focuses on reduce process.</td>
</tr>
<tr>
<td>3</td>
<td>Longest approximate time to end(LATE) scheduling</td>
<td>Robustness to heterogeneity. Address the problem of how to robustly maximize performance.</td>
<td>Does not compute remaining time for tasks correctly and can’t find real slow tasks. Poor performance due to the static manner in computing the progress of the tasks.</td>
</tr>
<tr>
<td>4</td>
<td>Self-adaptive mapreduce(SAMR) scheduling</td>
<td>Decreases the execution time of map reduce heterogeneously environment.</td>
<td>Does not find the slow jobs accurately.</td>
</tr>
</tbody>
</table>

3. CONCLUSION

It discusses the history the of DDoS attacks along with some major incidents to provide a better understanding and gravity of the problem. The paper includes latest techniques such as Hadoop along with other available techniques for prevention and detection of distributed denial of service attacks so that a comprehensive solution can be developed with several detection layers to trap the intrusion keeping in mind the limitations of these prevention and detection techniques. In this paper I propose a method to improve the efficiency of the map reduce scheduling algorithms. It works better than existing map reduce scheduling algorithms by taking less amount of computation and gives high accuracy. I used the proposed Minimum spanning Trees (MST) clustering algorithm together with the Self-Adaptive MapReduce(SAMR) algorithm. SAMR reduces the execution time by 25% when compared with FIFO and 14% when compared with LATE.
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