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#### Abstract

Modulo adder is one of the key components for the application of residue number system (RNS). Moduli set with the form of $2^{n}-2^{k}-1$ can offer excellent balance among the RNS channels for multi-channels RNS processing. In this project, a novel algorithm and its VLSI implementation structure are proposed for modulo adder. In the proposed algorithm, parallel prefix operation and carry correction techniques are adopted to eliminate the re-computation of carries. Any existing parallel prefix structure can be used in the proposed structure. Thus, we can get flexible trade-off between area and delay with the proposed structure. Compared with same type modulo adder with traditional structures, the proposed modulo adder offers better performance in delay and area. In this project the proposed adder is used to generate random numbers which are repeated after a long period which can be useful for cryptographic applications. And also the proposed modulo adder is self-tested by making use of Linear Feedback Shift Register (LFSR). Using the same modulo adder, an FIR filter is implemented and compared with the general FIR filter to prove the better performance of Residue Number System to the normal computation.
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## 1. INTRODUCTION

Random numbers have been in use for thousands of years. During ancient times random numbers were generated by using dice, coins, playing cards, and many other techniques. Even today, random numbers play an important role as it is used in cryptographic operations. For example it is used for generating keys in both symmetric and asymmetric algorithms, encryption, masking protocols...etc [1].Random number generator is an algorithm, which, based on an initial seed, produces a sequence of numbers. The main requirement is that this sequence should appear random to any observer. Random number generator may be software based or hardwarebased systems [2], [3]. Hardware-based systems for random number generation are widely used. Various methods to compute pseudo-random numbers are known [4]. Most of them are based, on linear congruential equations [5] and require a number of time consuming arithmetic operations. In contrast, the use of feedback shift registers permits very fast generation of binary sequences. Shift register sequences of maximum length (m-
sequences) are well suited to simulate truly random binary Sequences.

In this project, Random number generator is constructed by using modulo $2^{\mathrm{n}}-2^{\mathrm{k}}-1$ adder for residue number system. According to the form of the modulus, modular adders can be classified into two types: the general modular adder and the special modular adder.

In 1987, Magdy A Bayoumi suggested a method for arbitrary modulus in which the binary adders are cascaded [6]. There are many other literatures on implementing modular adders using two parallel binary adders that calculate $\mathrm{A}+\mathrm{B}$ and $\mathrm{A}+\mathrm{B}+\mathrm{T}$ [7], [8]. Even though the delay is small it requires about twice area of binary adder.

In 1992 Dugdale proposed a method to construct a type of general modular adders that uses same adder for both $\mathrm{A}+\mathrm{B}$ and $\mathrm{A}+\mathrm{B}+\mathrm{T}$ addition [9]. The main drawback of this structure is that it requires two operation cycles to perform one modular addition.

In 2002 Hiasat proposed a class of modular adders in which the final stage is constructed by using Carry Look Ahead (CLA) based binary adder [10]. But this structure requires an extra CLA unit to obtain the carry-out bit of $\mathrm{A}+\mathrm{B}+\mathrm{T}$. As a result, the structure does not reduce the delay significantly.

In 2004 Patel et al [11] proposed ELMMA algorithm. which uses one carry computation module for $\mathrm{A}+\mathrm{B}$ and other carry computation module for $\mathrm{A}+\mathrm{B}+\mathrm{T}$ in which some carry computation units can be shared.

In 2008 S. H. Lin and M. H. Sheu proposed an architecture for modulo $2^{\mathrm{n}+1}$ [12] adder based on "diminished-1" number representation. But this structure has more delay. A similar architecture for modulo $2^{n}+3$ [13] adder was proposed by, P. M. Matutino, R. Chaves, and L. Sousa in 2010.

The random number generator using modulo $2^{n}-2^{k}-1$ adder [14] consists of four units, the pre-processing, the carry generation, the carry modification and the sum calculation module. A new class of general modular adder with better performance in delay can be constructed by using the proposed modular adder. In the proposed scheme, the carries of $\mathrm{A}+\mathrm{B}+\mathrm{T}$ is computed first. These carries are modified twice to obtain the final carries
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required in the sum computation module. Meanwhile, in the proposed modular adder structure any existing fast prefix structure of binary adders can be used, which offers flexibility in the design.

## 2. BACKGROUND

### 2.1. Residue Number System

A residue number system is defined by a set of moduli, which consists of $n$ pair wise relatively prime integers $\left\{m_{0}\right.$, $\left.m_{1}, m_{2} \ldots, m_{\mathrm{n}-1}\right\}$. The total count of numbers that can be represented by this number system is called range. It is the proc $\quad-\ddot{n}-1 \quad \cdots$ in the moduli set.

$$
\begin{equation*}
M=\prod_{i=0} m_{i} \tag{1}
\end{equation*}
$$

Such a residue number system is able to uniquely represent unsigned numbers in the range $[0, \mathrm{M}-1]$ and signed numbers in the range $[-(M-1) / 2,((M+1) / 2)-1]$ for odd values of $M$, or $[-M / 2,(M / 2)-1]$ for even values of $M$. These are called the dynamic range of the system. A number $Y$ within the dynamic range is represented by its residues $y_{i}$ with respect to the moduli $m_{i}$. The representation of Y in RNS is denoted as

$$
\begin{equation*}
Y=\left\{y_{0}, y_{1}, y_{2} \ldots y_{\mathrm{n}-1}\right\} \tag{2}
\end{equation*}
$$

Where $i=0,1, \ldots, n-1$. In RNS addition, subtraction and multiplication can be performed entirely on the residue representation of the operands. Let the RNS representations of

$$
\begin{aligned}
X & =\left\{x_{0}, x_{1}, x_{2} \ldots, x_{\mathrm{m}-1}\right\} \text { and } \\
Y & =\left\{y_{0}, y_{1}, y_{2} \ldots, y_{\mathrm{m}-1}\right\} \text { and }
\end{aligned}
$$

$|X \circ Y|=\left\{\left|x_{0} \circ y_{0}\right| m_{0},\left|x_{1} \circ y_{1}\right| m_{1}, \ldots,\left|x_{n-1} \circ y_{n-1}\right| \mathrm{m}_{\mathrm{n}-1}\right\}$ (3) where the operation ' $o$ ' can be either addition or subtraction or multiplication. Note that the arithmetic operation o is performed in parallel with no interaction between the RNS channels. As a result the RNS systems are capable of performing high-speed addition and multiplication compared to traditional two's complement systems.

### 2.2. Residue Addition

For n -bit moduli m , where $\mathrm{m}<2^{\mathrm{n}}, \mathrm{n}=\left[\log _{2} \mathrm{~m}\right]$ and where [c] represents the smallest integer greater than $c$, we formulate the modular addition problem as

$$
\mathrm{C}=\left(\begin{array}{ll}
\mathrm{A}+\mathrm{B}
\end{array}\right)_{m}=\left\{\begin{array}{cc}
A+B & A+B<m  \tag{4}\\
\mathrm{~A}+
\end{array} \mathrm{A}^{2+B-m} \begin{array}{l}
A+B \geq m
\end{array}\right.
$$

where $A, B$ and $C$ are all $n$-bit unsigned integers. The subtraction in the above equation can be replaced by an
addition of the additive inverse of $m \bmod 2^{n}, t\left(=2^{n}\right.$ $\mathrm{m})[8]$ and, as a result, the modular addition equation above can be redefined as

$$
\mathrm{C}=(\mathrm{A}+\mathrm{B})_{m}=\left\{\begin{array}{cc}
A+B & A+B+T<2^{n}  \tag{5}\\
(A+B-m & A+B+T \geq 2^{n}
\end{array}\right.
$$

The equation for $C$ above identifies the general approach used to perform modular addition. If the carry from the binary sum $A+B+T$ is 1 then the output of the modular addition is the $n$ least significant bits (LSBs) of the resulting sum. Otherwise, the result is $n$-bit sum of A+B.

## 3. MODULO $2^{N}-2^{K}-1$ ADDER

The modulo adder is composed of four modules, preprocessing module, carry generation module, carry modification module, and sum calculation module. In Figure 1, different shade represents different processing modules. The modulo $2^{\mathrm{n}}-2^{\mathrm{k}}-1$ adder can be divided into two general binary adders, A1 and A2, with carry modification and sum calculation module according to the characteristics of correction T. We can get the carries $c_{i} r e a l$ used in the final stage through correcting the carries $\mathrm{c}_{\mathrm{i}} \mathrm{T}$ of $\mathrm{A}+\mathrm{B}+\mathrm{T}$ which can be computed by any existing prefix structure with proper pre- processing. At last, we can get the final modular addition result from $c_{i}$ real and partial sum information. The proposed architecture shown in Fig. 2 can avoid the calculation of carries information for and separately. Thus, the area and delay in VLSI implementation can be reduced.


Figure 1: $2^{\mathrm{n}}-2^{\mathrm{k}}-1$ Modulo Adder used in Proposed FIR filter

### 3.1 Preprocessing unit

The purpose of pre-processing unit is to generate the carry generation and propagation bits (gi,pi) of $\mathrm{A}+\mathrm{B}+\mathrm{T}$. The computation of $\mathrm{A}+\mathrm{B}+\mathrm{T}$ is performed by A 1 and A 2
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where A1 and A2 are used for lower-k bits and higher ( n k) bits addition respectively. Two modules Preprocessing A1 and preprocessing A2 are taken. The functions white square and white circle are used in this module.


### 3.2 Carry generation unit

Generation and carry propagation bits from the preprocessing unit are used to get the carries of $\mathrm{A}+\mathrm{B}+\mathrm{T}$. Any existing prefix structure can be used to get the carries. Here sklansky prefix adder is used. Two modules Prefix computation A1 and Prefix computation A2 are taken. The functions used in this module are Gray circle and black circle.


### 3.3 Carry modification unit

The carry modification unit is used to get the real carries for each bit needed in the final sum calculation stage. In order to reduce the area, we get the carries of $\mathrm{A}+\mathrm{B}$ by correcting the carries of $\mathrm{A}+\mathrm{B}+\mathrm{T}$ in the carry correction unit. Twice carry correction is done for both adders A1 and A2 to generate real carries.


### 3.4 Sum calculation unit

In this unit, the partial sum bits from both $A+B$ and $A+B+T$ are required. Two functions are used in this module; Inverse XOR circle and XOR circle. The sum bits are

$$
\mathrm{s}_{i}=\left\{\begin{array}{ll}
\overline{c_{\text {out }}} \oplus p_{0} & i=0  \tag{6}\\
c_{\text {real }}^{k} \oplus \overline{c_{\text {out }}} \oplus p_{k} & i=k \\
c^{i}{ }^{i} \text { real }
\end{array} p_{i} \quad i=1, \ldots, k-1, \ldots, n-1 .\right.
$$



The resulting structure is shown in the Fig. 2


Figure 2: The modulo $2^{8}-2^{4}-1$ adder

### 3.5 Generation of Random Number

Random number generator is an algorithm that, based on an initial seed, produces a sequence of numbers. The main requirement is that this sequence appears random to any observer. Here, in this paper we are generating random numbers using modulo $2^{\mathrm{n}}-2^{\mathrm{k}}-1$ adder and LFSR (Linear feedback shift register) in which modular adder has large dynamic range and better performance. A large value of m (modulo) is desired, so that the period can be kept long in which random numbers can be generated that are secure for cryptographic applications .In this paper a random number generator is constructed with a period of $2^{11^{*} 8-1}$.


Figure 3: Random Number Generation with self Testing
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## 4. EXISTING \& PROPOSED SYSTEMS

The Conventional FIR filter is the existing system with general adder for adding filter coefficients. Consider the Causal FIR filter whose equation is given by

$$
\begin{align*}
y[n] & =b_{0} x[n]+b_{1} x[n-1]+\cdots+b_{N} x[n-N] \\
& =\sum_{i=0}^{N} b_{i} \cdot x[n-i] \tag{7}
\end{align*}
$$

The following is the existing FIR system with Novel General Adder


Figure 4: Conventional FIR Filter
In Proposed system, we are replacing the general adder by a modulo adder which is discussed in this paper in figure1.The proposed system is shown in below figure.


Figure 5: Proposed FIR Filter with Modulo Adder
From the synthesis reports of both the filters, it is observed that modulo $2^{\mathrm{n}}-2^{\mathrm{k}}-1$ adder has a delay of 11.21 ns which is much better and faster than that of conventional filter 26.69 ns . The number of registers used is 12 , which is also less than the conventional filter. This shows that the area required by the modulo $2^{\mathrm{n}}-2^{\mathrm{k}}-1$ adder is less than the other.

The following table gives you the delay values in detail

Table-1: Comparison of Results

| Type | Delay | Number of <br> registers |
| :---: | :---: | :---: |
| Conventional <br> FIR filter | 26.69 ns | 44 |
| FIR filter with <br> modulo adder | 11.21 ns | 12 |

## 5. Simulation Results

The simulation results are performed in Xilinx software, Synthesis reports were generated. Synthesis reports give the details about Delay of the proposed and existing FIR Filters


Figure 6: Simulation result for pre-processing unit


Figure 7: Simulation result for prefix computation
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Figure 8: Carry Computation Block simulation result


Figure 9: Sum Computation simulation result


Figure 10: Modulo Adder Output simulation Result.


Figure 11: Simulation result for FIR filter using modulo adder

## 6. CONCLUSION

In this paper, a new FIR Filter with modulo $2^{\mathrm{n}}$ - $2^{\mathrm{k}}$ - 1 adder is proposed. Using this adder random numbers are generated with high dynamic range. This structure consists of pre-processing unit, carry generation unit, carry correction unit and sum computation unit. The way using twice carry correction improves the performance of area and timing. This modulo adder has given better performance in area and delay compared to general modulo adder. Implementation of efficient FIR filter using modulo $2^{\mathrm{n}}-2^{\mathrm{k}}-1$ is done with a delay of 11 ns . By comparing this with conventional FIR filter, it has given high speed and is efficient.
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