Web Service Recommendation using Collaborative Filtering

Sabanaz S. Peerzade

Department of Computer Science and Engineering
ATS’s SBGI, Miraj India
Shivaji University

Abstract - With the increasing amount of web services on the Internet, web service selection and recommendation are becoming more and more important. This paper finds the list of optimal web service to target user by his history. For finding list of optimal web services we use two methodologies i.e. Pearson Correlation Coefficient based Collaborative Filtering (PCC) and Normal Recovery Collaborative Filtering methodology. PCC and NRCF uses similarity measure algorithm for web service similarity computation. Compared with existing methods, the proposed system has three new features: 1) the new clustering techniques; and 2) In NRCF technique, NRCF prediction uses algorithm of PCC prediction technique.
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1. INTRODUCTION

Web services are units of software functionalities (e.g., retrieving currency exchange rates) delivered over the Internet for users to create composite Web applications [1]. A recent advance research in cloud computing gives on-demand service delivery and increases the rapid growth of service markets, where more and more Web services are expected to become available. While the large number of Web services meets the various needs of different users, it also presents important challenges in selecting among a large number of similar web services [2]. In this context, Web service recommendation [3], [4], [5], [6] aims to help users quickly find desirable services, a hot research issue in the area of service computing in recent years. Effective web service recommendation is to be fulfilling both functional and non-functional requirements of users. While functional requirements based on what a service does, nonfunctional requirements related to the quality of service (QoS), such as round-trip time (RTT), response time, throughput, and failure probability, etc. QoS gives an important role in Web service recommendation, according to those similar services can be ranked and selected for users.

2. RECOMMENDATION SYSTEM

Web services recommendation is the process of automatically identifying the usefulness of services and proactively discovering and recommending services to end users. Effective service recommendation needs to fulfill both functional and non-functional requirements of users. QoS plays an important role in Web service recommendation, according to which similar web services can be ranked and selected for users. Service invocations usually depend on the Internet for connectivity and are heavily influenced by the dynamic network conditions. Therefore, users at different locations observe different QoS values for the same Web service.

2.1 Types of Recommendation System

The current generation of recommendation methods can be broadly classified into the following five categories, based on the knowledge sources they use to make recommendations:

2.1.1 Content-based Recommendation

Content-based systems recommended items to the user similar to the ones he or she preferred in the past. Content-based Systems are designed mostly to recommend text-based items.

2.1.2 Collaborative Recommendation

Collaborative filtering is technique used in almost all recommendation system. Collaborative filtering predicates the utilities of item or web services for a particular user, for the same set of web services given by many other users.

2.1.3 Context-Aware Recommendation

Context is a multifaceted concept that has been studied across different research disciplines, including computer science (primarily in artificial intelligence and ubiquitous computing), cognitive science, linguistics, philosophy, psychology, and organizational sciences.

2.1.4 Knowledge-based Recommendation

Knowledge-based recommendation utilizes the knowledge about users and products and reasons out what products meet the user’s requirements. Some of the systems being used at present effectively walk the user down a discrimination tree of product attributes whereas others have adopted a quantitative decision support tool for this task.
2.1.5 Demographic-based Recommendation

Categorizes the user based on personal attributes and makes recommendations based on demographic classes, e.g., college students, teenagers, women, men, etc. The advantages and disadvantages of this system are similar to those of Knowledge-based Recommendation Systems.

2.1.6 Hybrid Recommendation Systems

All the above mentioned systems have complementary strengths and weaknesses. A Hybrid recommendation system combines two or more recommendation techniques to gain better system optimization and fewer of the weaknesses of any individual ones.

3. COLLABORATIVE FILTERING

The process of identifying similar users and similar web services and recommending what similar users like is called collaborative filtering. The collaborative filtering suggested the web services to the user, on the basis of past web service history. A user can hardly invoked all services, meaning that the QoS (round-trip time i.e. RTT) values of services that the user has not invoked are unknown. Hence, providing accurate Web service QoS prediction is very important for service users.

Table 1 shows a simple example. The numerical values in the table correspond to the response time for users to invoke the indicated service. Question Mark (i.e.?) means that the user has not invoked this service.

3.1 Similarity Measures

There are two types of similarity measures, i.e., the functional similarity measure and the nonfunctional similarity measure. Input/output/operation names are usually employed to measure the functional similarity between two web services. In this paper, instead of the functional similarity, focus is on the nonfunctional similarity (QoS similarity).

3.1.1 PCC

Pearson correlation coefficient [9] was introduced in a number of recommender systems for similarity computation, since it can be easily implemented and can achieve high accuracy.

\[
\text{Sim}(u, v) = \frac{\sum_{i \in I} (r_{ui} - \bar{r}_u)(r_{vi} - \bar{r}_v)}{\sqrt{\sum_{i \in I} (r_{ui} - \bar{r}_u)^2 \sum_{i \in I} (r_{vi} - \bar{r}_v)^2}}
\]

where \( I = I_u \cap I_v \) is the set of web services co-invoked by users \( u \) and \( v \), \( r_{ui} \) is the QoS value of item \( i \) observed by user \( u \). Similarly \( r_{vi} \) is the QoS value of item \( i \) observed by user \( v \) and \( \bar{r}_u \) denotes the average value of user \( u \) on item \( i \) in \( I \). From the above equation, values of the PCC are in the interval of -1 and 1.

3.1.2 NRCF

There are several shortcomings when applying the existing well-known PCC similarity measurement approaches for the web service recommendation. The PCC does not properly handle them QoS style difference of vectors in different vector spaces. To overcome this problem, we use content a
new similarity measure methodology named normal recovery (NR) collaborative filtering. NR method first normalizes the user QoS values to the same range, and then unifies similarity of the scaled user vectors or item vectors in different multidimensional vector spaces. NR method has been introduced for computing similarity between users or items (web services) according to the user-item value shown in Table 1, which is usually called user-item matrix and prediction of unknown QoS value according to the similarity of users and items.

### 3.2 Clustering Algorithm

Clustering algorithm choose a set of similar item or set of similar users (neighbor) for target users. The process of selecting similar item for similar users is crucial for the accuracy of prediction because the prediction of the unknown value depends on the corresponding values of similar users. Propose system uses clustering methodology. Clustering is of two type user-based clustering [7] and item-based clustering.

#### 3.2.1 User-based clustering

User-based clustering is process of finding similar neighbor and makes cluster of it. Each user having its own user cluster and this cluster are used for finding unknown QoS values for that respective user. Proposed System uses the hybrid Top-k Algorithm [9] for used User-based clustering. User-based Clustering algorithm uses user-based similarity values.

The algorithm of user-based clustering is as follows:

**Algorithm 1 User-based Clustering Algorithm**

**Input:**
- u: Target user T(u): set of other user
- s: Similarity threshold k: Number of similar neighbor to be selected

**Output:** S (u): Cluster of Items for user u.

1. int Nsim = 0
2. for all \( U_i \) such that \( U_i \in T(u) \) do
3. \( N_{sim++} \)
4. end for
5. if \( N_{sim}\geq k \) then
6. \( S(u) \leftarrow \text{Top-K user} \)
7. else if \( 0 < N_{sim} < k \) then
8. \( S(u) \leftarrow \text{Top N}_{sim} \) Items
9. else if \( N_{sim} = 0 \) then
10. \( S(u) \leftarrow 0 \)
11. end if

#### 3.2.2 Item-based Clustering

Finding of QoS values of a user who has very low similarity to the target user are useless or even harmful. Therefore, the traditional top-K algorithm is not suitable for this scenario. In order to address this problem, system proposes Item-based clustering algorithm. Item-based clustering algorithm system proposed methodology, which required both item similarity and user similarity values and gives the output S (u), that means set of items for user u. K is top selected items from whole set of items, selection is made by choosing of maximum similarity between items.
As shown in Algorithm 2, there are three threshold values are used. First value is I, which used as item similarity, which is lower limit of the qualified similar item. Second value is user similarity measure threshold, which is lower limit of qualified users. Third threshold is limiting of number of users accessed web service i.

### 3.3 Prediction Algorithm

The most important step in a propose PCC collaborative filtering system is to generate the output interface in term of prediction. Once similarity is calculated and cluster is created, the next step is to look into target RTT and use a technique to obtain predictions. There are three types of prediction that are user-based prediction, Item-based prediction and hybrid prediction. User-based prediction uses user-based similarity measures value and user-based cluster information. Item-based prediction uses item-based similarity and Item-cluster information. Finally Hybrid prediction uses both user-based and item-based similarity and clustering information.

The proposed system uses both user-based prediction methodology and item-based prediction methodology.

**Algorithm 2 Item-based Clustering Algorithm**

**Input:**
- u: Target user
- T(i): set of web services used by target user u
- T(j): set of other user’s web services
- l: Item Similarity threshold
- U: user similarity threshold
- UI: Number of users those used web service i threshold
- K: Number of similar items selected

**Output:**
- S(u): Cluster of Items for user u.

1: int Nsim=0
2: for all i such that i∈T(i) do
3:    count users those access service i into C
4:    for all j such that j∈T(j) and sim(i,j) ≥ I and C ≥ UI do
5:        Nsim++
6:    end for
7:    if Nsim<K then
8:        for all v such that v∈T(v) and sim(u,v)≥U do
9:            S(u) ← Web services of v
10:       end for
11:    else if Nsim<K then
12:        S(u)← Top Nsim items
13:    else if Nsim=0 then
14:        S(u)← 0
15:    end if

### 3.3.1 User-based Prediction

User-based PCC prediction methods use similar users to predict the missing value (QoS values) for the active users by employing the following equation:

\[
P(r_{ui}) = \overline{u} + \frac{\sum_{u\in S(u)} Sim(u, i) (r_{ui} - \overline{u})}{\sum_{u\in S(u)} Sim(u, i)}
\]

Where \(\overline{u}\) is the vector of average QoS values different Web services observed by the active user u, and \(\overline{u} \in S\) is the vector of average QoS value of different Web services observed by the similar service user \(u \in S\).

### 3.3.2 Item-based-Prediction

PCC Item-based value prediction for finding missing value by employing following equation:

\[
P(r_{ui}) = \overline{i} + \frac{\sum_{i\in S(u)} Sim(i, j) (r_{ui,j} - \overline{i})}{\sum_{i\in S(u)} Sim(i, j)}
\]

Where \(P(r_{ui})\) denotes the prediction QoS value about the actual user u to service i, \(\overline{i}\) and \(\overline{j}\) are the vector of average QoS values of the current service i or the similar service k respectively. \(S(v)\) denotes the cluster of similar neighbor of services I for user u.

To make use of the information from both similar users and similar items, a parameter \(\lambda(0 \leq \lambda \leq 1)\) is employed to determine how much does the prediction rely on user-based PCC (4.3) or item-based PCC(4.4). Propose PCC approach makes prediction by employing the following equation:

\[
P(r_{ui}) = \lambda \left(\frac{\sum_{u\in S(u)} Sim(u, i) (r_{ui} - \overline{u})}{\sum_{u\in S(u)} Sim(u, i)} \right) + (1-\lambda) \left(\frac{\sum_{i\in S(u)} Sim(i, j) (r_{ui,j} - \overline{i})}{\sum_{i\in S(u)} Sim(i, j)} \right)
\]

When \(\lambda=1\), propose system only uses information of similar users to make prediction. When \(\lambda=0\), system uses information of similar web services for making missing value Prediction. When \(0 \leq \lambda \leq 1\), system systematically combines the user-based NRCF approach (see (4.3)) and the item-based NRCF approach (see (4.4)) to fully utilize the information of both similar users and similar web services.
Table 2: MAE Performance Comparison (Smaller Value Mean Better Performance)

<table>
<thead>
<tr>
<th>λ</th>
<th>0.1</th>
<th>0.2</th>
<th>0.3</th>
<th>0.4</th>
<th>0.5</th>
<th>0.6</th>
<th>0.7</th>
<th>0.8</th>
<th>0.9</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>NRCF</td>
<td>0.3484</td>
<td>0.3473</td>
<td>0.3495</td>
<td>0.3601</td>
<td>0.3699</td>
<td>0.3807</td>
<td>0.3807</td>
<td>0.3936</td>
<td>0.4088</td>
<td>0.4278</td>
</tr>
<tr>
<td>PNRFC</td>
<td>0.4014</td>
<td>0.3867</td>
<td>0.3720</td>
<td>0.3572</td>
<td>0.3425</td>
<td>0.3277</td>
<td>0.3130</td>
<td>0.2982</td>
<td>0.2835</td>
<td>0.2688</td>
</tr>
</tbody>
</table>

3.4 Recommendation

The predicted QoS values via propose NRCF methodology can be employed for the web service recommendation and selection. When the target web services are functionally equivalent, the one with the best predicted QoS performance can be recommended to the current user. By this way, web service selection can be achieved without conducting the expensive and time consuming real-world web service invocations. When the target web services have different functionalities, our NRCF approach can help make QoS performance prediction of the unused web services for the current users and recommend the good performing ones to the users. Recommendation is performs on the basis of item-based similarity measures, item-based clustering and item-based prediction because dataset used in current system having more web services than user. The predicted QoS values can be employed for the Web service recommendation and selection by the following ways [8]:

1) For functionally equivalent Web services, the one with best predicted QoS performance can be recommended to the active user. 2) Web service recommendation can recommend the top k best performing Web services, which may not have equivalent functionality, to the service users to help them discover the potential Web services.

4. EXPERIMENT

This chapter describes the experimental evaluation of our proposed methodologies used in system.

4.1 Web Service QoS Data Set

Several standard datasets are available for experimental purposes. They are PlanetLab, WS-Dream. The propose system uses WS-Dream dataset. This is website which provides different dataset for research purpose.

4.2 Evaluation Metric

To evaluate the QoS value prediction accuracy, we use the well-known mean absolute error (MAE) metric. The MAE is the average absolute deviation of predictions to the ground truth values. The MAE is defined as:

\[
MAE = \frac{1}{N} \sum_{u=1}^{N} |P(t_{u,i}) - r_{u,i}| \tag{3}
\]

Where \(r_{u,i}\) denotes the actual RTT of web service \(i\) observed by user \(u\), \(P(t_{u,i})\) denotes the predicted RTT of web service \(i\) for user \(u\), and \(N\) denotes the total number of predicted RTTs. Smaller MAE values indicate better prediction accuracy.

4.3 Performance Comparison of Similarity Measures

To show the effectiveness of our NRCF similarity measure (see (3) and (4)), we compare it with other similarity measures, i.e., PCC (see (1) and (2)), which have been introduced in chapter 4. Here NR means NRCF similarity measures. Table 2 shows the prediction accuracy of different similarity measures. From Table 2, we can see the following:

1. Our NR approach outperforms all the competing approaches consistently under different λ values.
2. The best MAE performances of existing NRCF and propose NRCF are 0.3473, and 0.2688, respectively. Compared with existing NRCF, Propose NRCF approach significantly improves the prediction accuracy.

4.4 Impact of λ

The parameter \(\lambda\) balances the information from similar users and similar items. If \(\lambda = 0\), we only extract information from items for making the prediction, and if \(\lambda = 1\), we only employ information of similar users. In the other cases, we fuse information from users and items to make the prediction. To study the impact of the parameter \(\lambda\) on the prediction results, in this experiment, we vary \(\lambda\) from 0.1 to 1 with a step of 0.1.
5. Conclusion

In this study, Pearson Correlation Coefficient and Normal Recovery Collaborative Filtering methodology is developed for web service recommendation. Proposed NRCF is combination of NRCF similarity measures and PCC clustering and prediction. So that proposed NRCF approach investigates the characteristics of web service QoS values and propose a new similarity measure, which finds similar users (or web services) more accurately and leads to better QoS value prediction accuracy. By systematically fusing the information of similar users and similar web services, proposed NRCF approach can achieve better prediction accuracy. Experiments are conducted on real-world web service QoS data set. The experimental results show that our method significantly improves the QoS value prediction accuracy compared with PCC approach.
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