Detection and Classification of Tumor in Mammograms using Discrete Wavelet Transform and Support Vector Machine
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Abstract - The breast cancer is common causes among women. It is detectable. The detection of the tumor method follows preprocessing, feature extraction, and classification. In preprocessing the noises are removed by Gaussian filters from the original images and elaborate the image. The wavelet features are used for the classification to get the tumor classification. The support vector machine is used for classification.

I. INTRODUCTION

At present breast cancer is one of the cause of death among women after lung cancer [1]-[5]. The urban women are more affected than rural women. It is more developed in the higher societies. The average incidence rate varies from 22-28 per 1,00,000 women per year in urban settings to 6 per 100,000 women per year in rural areas. There is a rising incidence of breast cancer in India due to rapid urbanization and westernization of lifestyles, According to The International Agency for Research on Cancer, a part of the WHO, the collected data is 79,000 women per year affected by breast cancer in India. It is thought that it takes about 10 years to become 1 cm in size. Earlier diagnoses of breast cancer is significant. At present, mammography is the easy method for early breast cancer detection [6]-[8]. But automatic analysis of mammograms is not completely replaced by radiologists, to make more reliable and efficient decisions [9]. An accurate computer-aided analysis method is used by radiologist. Tumors and other abnormalities present in the mammograms are of basic interests that need to be segmented and extracted in mammograms [10]-[11]. The grayscale based segmentation methods are enough effective to extract the exact edges of homogeneous grayscale regions. They are often not so effective with complex structure because of the complex distribution of the grayscale. But the appearances of breast cancers are very delicate and unbalanced in their early stages. So there is chances to miss the abnormalities by radiologists in case of diagnose by experience. The computer-aided detection technology can help doctors and radiologists to get a more reliable and effective diagnosis. There are several tumor detection techniques have been analyzed [12]-[13]. A region-growing technique is discussed by Umesh A diga et al [14] which is controlled by shape and size similarities of cell nuclei. In high throughput tissue image analysis, an automatic initial seed selection method is required and becomes slow due to the requirement of continuous updating of similarity measures. The semi-automation method proposed by Wu and Barba [15] has limitation of shape of the segmented object tends to change in accordance with the shape of the structuring elements used for segmenting [16]-[18] if morphological filters are used, a parametric model-fitting algorithm for cell segmentation [19] is proposed by Wu et al. Objects are assumed convex in this method and hence a shape model can be used for segmentation. The algorithm is very complicated if overlapped structures are present in the image. Wavelet transform-based methods offer a natural framework for providing multi-scale image representations that can be separately analyzed [20]-[25]. Through a multi-scale decomposition [26]-[28], most of the gross intensity distribution can be isolated in a large scale image, while the information about details and singularities, such as edges and textures, can be isolated in mid- to small scales. Here 1-D wavelet-based analysis is performed to find the PDF and adaptively selected proper thresholds for segmentation by searching for the local minima of the 1-D wavelet transformed PDF [29]. This method is simple, fast, and effective for segmenting tumors in mammograms.
The overview of the proposed method is follows the figure 1. The methodology deals with medical image processing. Further process is done by using MATLAB coding. The mammogram images are collected then deals with the part of various steps such as enhancement, segmentation, feature extraction and classification.

1.1 Preprocessing

The preprocessing is used to identify the tumor. It is significantly increasing the reliability, robustness of the image. It is used to remove the noise and elaborate the image using Gaussian filter. To reduce the work area only to the relevant region that exactly contains the breast. It acquires the image from the database as the input image.

1.2 Gaussian filter

The noise is removed from the image by Gaussian filter and its impulse response is Gaussian function. It is a class of linear smoothening filters with the weight chosen according to the shape of Gaussian function. For smoothening purpose Gaussian kernel is mainly used. It is used to remove noise from the normal distribution. The filter window is symmetric in center so it makes Gaussian filter as unrealized. But it is not limitation for application if the bandwidth is much larger than the signal. Five properties make Gaussian functions useful. These properties of Gaussian filter smoothing filters are effective low-pass filters from the view of both the spatial and frequency domains are efficient.

1.3 Segmentation

The next step is segmentation after image acquisition. Segmentation is the process of classifying the image into several regions [30]. The proposed segmentation of intensity images such as mammograms is based on thresholding technique (Ostu method) involves the separation of background from the breast tissues in the thresholding in mammogram images. Based on the threshold value the pixels that are less than the threshold are considered as background and the remaining pixels are considered as breast.

1.4 Discrete Wavelet Transform:

The vital symptoms of breast cancers are the presence of micro calcification cluster has higher attenuation than the breast tissue as rough bright spot in the mammograms. These spots appear as high frequency in the frequency domain and can be identified by using wavelet based approaches.

Generally non-stationary signals are analyzed by Wavelet Transform (WT). It is called Multi resolution Analysis (MRA), since it examines the signals at various frequencies providing different resolutions. The wavelet transform comprises of incorporating a signal into a broad ranges of translated and dilated versions of the antecedent wavelet (t). Wavelet provide a simple Multi hierarchical Framework for interpreting the image information. The wavelet set is produced from the mother or basic wavelet which is defined as:
\[ a, b(t) = \frac{1}{\sqrt[a]{a}} \psi \left( \frac{t - b}{a} \right), \ a > 0 \quad (1) \]

The variable ‘a’ (inverse of frequency) reflects the width of a specific basis function such that its large value gives low frequencies and small values give the high frequencies. The variable ‘b’ specifies its translation along x-axis in time. The term \( \frac{1}{\sqrt{2}} \) is used for normalization.

1.5 Feature Extraction:

Feature extraction techniques are used to extract the most discriminating features which represent various classes of images. The image properties of the extracted features are provided and compare with the unknown sample image features for classification. Here, Gray Level Co-occurrence Matrix (GLCM) approach is used for feature extraction. The GLCM is constructed based on the wavelet sub bands. Then the texture features, like Contrast, Correlation Energy, and Entropy are extracted from the constructed co-occurrence matrix for diagnosis purpose.

A. Energy: It is a grayscale image texture measure of homogeneity changing, reflecting the distribution of image grayscale uniformity of weight and texture. The formula for calculating the Energy \( E \) is given as follows:

\[ E = \sum x \sum y^{(xy)^2} \quad (2) \]

B. Contrast: It is the main diagonal near the moment of inertia, by which the value of the matrix is measured to distribute and images of local changes in number, reflecting the image clarity and texture of shadow depth. The contrast is computed as follows:

\[ \text{contrast}(I) = \sum \sum (x - y)^2 p(x, y) \quad (3) \]

C. Entropy: It is used to measure the image texture at random, if the space co-occurrence matrix for all values are equal, then it achieved the minimum value. The Entropy \( S \) is given as

\[ S = \sum x \sum x^p(x,y) \log(x,y) \quad (4) \]

D. Correlation Coefficient: Measures the probability of combined occurrence of the specified pixel pairs.

\[ \text{Correlation} = \sum_{x,y=0}^{n-1} P_{x,y} \frac{(x - \mu)(x - \mu)}{\sigma^2} \quad (5) \]

1.5 Window Selection

The selection of small and large window is the first step in fine segmentation. Here, the whole image \( R \) is partitioned into a finite set of large regions or large windows \( R_1, R_2, \ldots, R_m \).

\[ R = \bigcup_{i=1}^{m} R_i \quad \text{where}, \ i = 1, 2, \ldots, m \quad (1) \]

Then small window is chosen within the large window \( R_i \) and then find threshold for each window. Theoretically, the result will be better for the smaller window size. But for too small size, the problem of homogenous windows can be produced, i.e., windows contain only background or object pixels. As a result, black areas are called ghost objects will occur after thresholding. Therefore, there is a need to develop a correct window size in order to obtain optimal result.
1.6 Window based thresholding

Fig. 2 shows the flowchart of the proposed method for tumour detection. For each pixel in coarse segmented result \( I(i,j) \), a decision is made to classify it into a potential doubtful cut pixel or a normal pixel by the following rule. If \( I(i,j) \geq \text{TH}(i,j) \) and Difference \( \geq \text{Mean} \), then \( I(i,j) \) belongs to the doubtful area; else, \( I(i,j) \) belongs to the normal area. In this rule, \( \text{TH}(i,j) \) is an adaptive threshold value calculated by equation (4). Here, \( \gamma \) is a thresholding bias coefficient. Its value ranges from zero to one. Mean is an average of pixel intensity in a small window around the pixel \( I(i,j) \); max(i,j) and min(i,j) are the maximum and minimum intensity values in the large window. Each step is explained as are under.

1) The coarse segmented image \( I(i,j) \) is considered and choose the window sizes of \((w1 \times w1) \) & \((w2 \times w2) \) for large window and small window respectively.

2) The equation is used to determine the mean for small window

\[
\text{Mean} = \frac{1}{N} \sum_{i,j=1}^{m} S(i,j)
\]

Where, \( N \) is the total number of pixels in small window, \( S(i,j) \) is the pixel value within the small window.

3) The maximum and minimum pixel values within the large window are computed.

\[
\text{Maximum} = \max(L(i,j)) \quad \text{Minimum} = \min(L(i,j))
\]

Where, \( L(i,j) \) is the pixel value within large window.

4) Find the difference between maximum and minimum pixel values. \( \text{Difference} = \max(L(i,j)) - \min(L(i,j)) \)

5) Calculate the threshold value by using the following equation.

\[
\text{TH}(i,j) = \text{Mean} + \gamma \cdot \text{difference}
\]

With difference \( = \max(i,j) - \min(i,j) \), \( \gamma \) is a thresholding bias coefficient.

6) If \( I(i,j) \geq \text{TH}(i,j) \) and Difference \( \geq \text{Mean} \), then \( I(i,j) \) belongs to the suspicious area; else, \( I(i,j) \) belongs to the normal area otherwise, shift the window by one step and go to step (2).

7) Repeat steps (2) - (6) till the whole image is exhausted.

1.7 Classification

Support vector machine (SVM) is used to classify the tumor as normal, benign; malignant it helps to predict the feature of. the extracted image will be input to the classification system. Classification process is dividing into training phase and testing phase. In the training phase known data are given and the classifier is trained, and in the testing phase unknown data are given and the classification is
performed by using trained classifier [31]. According to the pattern presented in the form of a feature vector.

**Support Vector Machine**

The Support Vector Machine (SVM) is a supervised device with associated learning algorithm that analyzes data and recognize pattern. It searches for a separating hyper plane to separates positive and negative from each other with maximum margin. So, the distance between the decisions surface [32]. SVM classifier is designed to solve a binary classification problem finding the class boundary, the hyper plane maximizing the margin in the given training.

**2. RESULTS AND DISCUSSION**

The proposed method is tested by using the mini-MIAS database of mammograms. All images are digitized at the resolution of 1024 × 1024 pixels and 8-bit accuracy (gray level). The proposed algorithm was implemented in a MATLAB environment. The original image is shown as Fig.3(a). The preprocessing is done by linear contrast stretching which is shown in Fig.3(b).
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(a) Original image  (b) Preprocessed image

Figure 3. Original image and preprocessed image

Fig.4 (a) shows the original mammogram images. Then Fig.5 (b) shows the bad segmentation results because it cannot detect the entire tumor area. Simulation results show that the proposed algorithms yield significantly superior image quality when it is compared to the Global thresholding method and window based adaptive thresholding method.
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(a) Original image (b) Segmented result

Figure 4. Example of segmentation results by the Global thresholding.
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(a) Original image (b) Segmented result

Figure 5. Example of segmentation results by the window based adaptive thresholding segmentation.
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(a) Original image (b) Preprocessed image (c) Coarse segmented result (d) Fine segmented result.

Figure 6. Example of segmentation results by the wavelet based adaptive windowing method of thresholding.

**3. CONCLUSION**

Here, wavelet based adaptive windowing method is presented for the segmentation of bright targets in an image. To propose Coarse segmentation the wavelet based histogram thresholding is used where, the threshold value is chosen by performing 1-D
wavelet based analysis of PDFs of wavelet transformed images at different channels. Window wing method is used to obtained Final segmented result. And by choosing threshold the simulation results show that the proposed method is effective to segment the tumors in mammograms and it can also be used in other segmentation applications. Simulation results show that the proposed algorithms yield significantly superior image quality when it is compared to the Global thresholding method and window based adaptive thresholding method.
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