
       International Research Journal of Engineering and Technology (IRJET)      e-ISSN: 2395 -0056 

            Volume: 04 Issue: 04 | Apr -2017                     www.irjet.net                                                                p-ISSN: 2395-0072 

 

© 2017, IRJET       |       Impact Factor value: 5.181       |       ISO 9001:2008 Certified Journal       |     Page 3412 
 

MUSIC GENRE CLASSIFICATION 
 

Ayush Kumar1, Bojja Krishna Sai Siva2, G Sumin Reddy3 , M.R.Rashmi4 

1Ayush Kumar, Department of Computer Science, The National Institute of Engineering, Mysore, Karnataka , India 
2Bojja Krishna Sai Siva, Department of Computer Science, The National Institute of Engineering, Mysore, 

Karnataka , India 
3G Sumin Reddy, Department of Computer Science, The National Institute of Engineering, Mysore, Karnataka , 

India 
4M.R.Rashmi, Assistant Professor, Department of Computer Science, The National Institute of Engineering, Mysore,  

Karnataka , India 

---------------------------------------------------------------------***---------------------------------------------------------------------

Abstract – In this paper , we have put forth a music genre 
classification approach based on Mel Frequency Cepstral 
Coefficients (MFCC) . The Mel Frequency Cepstrum (MFC) 
encodes the power spectrum of a sound. It is calculated as the 

Fourier transform of the logarithm of the signal's spectrum. A 
modulation spectrogram is used corresponding to the 
collection of modulation spectra of Mel Frequency Cepstral 
Coefficients (MFCC) will be constructed. A spectrogram is a 
visual representation of the frequency content in a song. It 
shows the intensity of the frequencies on the y axis in the 
specified time intervals on the x axis; that is, the darker the 
color, the stronger the frequency is in the particular time 
window of the song. Each genre existing as of now is carefully 
designed with a particular number of prototype vectors which 
were designed with appropriate algorithms. An information 
fusion approach comprising of both feature and decision level 
fusion is involved for the appropriate outcome. Recently there 
was a development which saw a million song dataset being 
released which poised all the song features and its  metadata. 
But , we find that our method comprising of the salient 
features listed above improves the accuracy for detecting 
genre of a music file .   
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1.INTRODUCTION  
 
 The first thing that strikes one’s mind with the heading is 
that what is a music genre? Music genre can be defined as a 
category or rather conventional category that recognises the 
characteristics or traits of  sub-division of the music file 
belonging to a traditional or any conventional established 
music form 

 The term Music Genre Classification can be explained as 
categorising of music samples. A music genre classifier plays 
a vital role in adjudging song samples in a preliminary stage, 
for instance if a fresh song has been recorded it will  help in 
categorising the song into its conventional category. 
 To determine the genre of a song it has to be distinguished 
by its unique audio features so that its contents can be 
analysed with respect to the produced wave signals.  Another 
important aspect is the recognition of the instruments used in 
the song which is also known as the timbral characteristics. 
This plays a very vital role in specifying the music type based 
on the type of instrument helps us denote the traditional 
connect to the music. 

 In this paper, we have used the Mel Frequency Cepstrum 
Coefficient (MFCC) for encoding the power spectrum of the 
sound with the calculation of the Fourier transform of the 
logarithm of the signal’s spectrum. Another important role player 
here is the spectrogram which helps us in the visual 
representation frequency content in a song. It shows the intensity 
of the frequencies on the y axis compared to the time interval on  
the x axis. This makes the job easier in predicting the potential 
genre of the music file thus fulfilling our search . 

1.1 Proposed System 
 
 The Proposed system makes use of Mel Frequency 
Cepstral Coefficients (MFCC) and spectrogram, thus to 
illustrate it further the system is divided into two steps as 
follows : 

i. Ceps construction phase 

ii. Genre classification phase 

i. Ceps construction phase- In this phase we use a python script 
which helps us to analyze and convert each file from the data-set 
in a representation that can be used by the classifier and be easily 
cached on to the disk. This little step prevents the classifier to 
convert the dataset each time the system is run. 



       International Research Journal of Engineering and Technology (IRJET)      e-ISSN: 2395 -0056 

            Volume: 04 Issue: 04 | Apr -2017                     www.irjet.net                                                                p-ISSN: 2395-0072 

 

© 2017, IRJET       |       Impact Factor value: 5.181       |       ISO 9001:2008 Certified Journal       |     Page 3413 
 

 
ii.   Genre Classification Phase- In this phase a dataset is used 

for feeding the data in the classifier, which  creates a 
memory model within itself stated as regression model. 
This process is done by the Logistic Regression module 
of the scikit-learn library. The python script for this 
purpose is stated. Once the model has been created, we 
can use it to predict genres of other audio files. For 
efficient further use of the generated model, it is 
permanently serialized to the disk, and is de-serialized 
when it needs to be used again. This simple process 
improves performance greatly. As of now, 
the python script  has to operate before any testing with 
unknown audio file can be performed. Once the script is 
run, it will save the generated model. Once the model 
has been successfully saved, the classification script 
need not be run again until some newly labeled training 
data is available.  

 

2. Model Generation 
 
 A dataset is used for training the classifier, which 
generates an in-memory regression model. This process is 
done by the Logistic Regression module of the scikit-learn 
library. The python script has been provided for this 
purpose. Once the model has been generated, we can use it 
to predict genres of other audio files. For efficient further  

use of the generated model, it is permanently serialized to 
the disk, and is de-serialized when it needs to be used again. 
This simple process improves performance greatly.  As of 
now, the python script must be run before any testing with 
unknown music can be done. Once the script is run, it will 
save the generated model. Once the model has been 
successfully saved, the classification script need not be run 
again until some newly labeled training data is available.  

 Few other steps in this process include the following: 

i. Testing- A python script is used for checking up on new 
and fresh audio files and it helps in de-serializing the 
previously cached models. Thus, it labels the new files. 

 

ii. Output Interpreter- All music files are classified and its 
trained model is saved to the disk. Also, graphs are 
generated which are saved in the directory. 

iii. ROC Curves- The Receiver Operating Characteristic 
Curves are generated and saved which denotes the 
truthfulness of the defined genre after the music file is 
classified. 

 A few Test Cases have also been performed and can be 
listed as follows: 

 

TC# 

 

Descripti
on 

 

Expected 
Input 

 

Expected 
Output 

 

Status of 
execution 
pass/fail 

TC#1 Executing .mp3 file IOError: 
[Errno 2] 
No such 
file or 
directory: 
'/Users/X
YZ/Deskt
op/test/1
.mp3' 

 

 

 

Fail 

 

TC#2 Admin 
login 

Admin 
enters 
the ID 
and 
password  

The 
verificati
on of ID 
and 
password 
takes 
place. If 
its 
correct 
then he 
can 
perform 

 

 

 

Pass 
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the 
assigned 
work. 

TC#3 Executing .wav file predicted 
genre =  
blues/roc
k/jazz 

 

 

 

      Pass 

 

 

 

 

TC#4 Directory 
scan 

/Users/X
YZ/Deskt
op/datas
et 

 

 

IOError: 
[Errno 2] 
No such 
file or 
directory 

Fail 

TC#5 Runtime Python 
tester.py 

IOError: 
[Errno 2] 
Invalid 
numpy 
version 

Fail 

 
Table -1: Test Cases Table 
 
 

3. CONCLUSIONS 
 
     This approach to classify a music genre can be termed as 
one which needs very few computations and does not even 
require much of any data. But, the result speak otherwise 
with respect to the data, it occurs to us that a large quantity 
of data needs to be provided and trained from its 
preliminary stage of the classification process. 
 
       Although this process is fast but a lot of optimization is 
required. Alas, we can say that in future more refinements to 
this case is possible.  
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