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Abstract - Recommender systems are being increasing used 
to improve user experience in many areas. The most common 
technique used for recommendations is collaborative filtering. 
Recommender systems based on collaborative filtering work 
on past user-item relationships from a group of user who 
share similar taste and using these predictions are generated. 
In this paper we have explored how collaborative filtering can 
be used to recommend fitness plans to users. We have shown 
how ratings are collected from the user to rate items and how 
the similarity is computed to give personalised 
recommendations to users. Working of the proposed system as 
an android app has also been discussed.  
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1. INTRODUCTION         
                                                                     

People  look  for  efficient, easy to use solutions that decrease 
the time required for completing recurrent activities. 
Additionally, they look for new and exciting things, compare 
alternatives, are interested in what similar or close people 
buy or achieve and hope to find a place / system / website 
that satisfies most of their interconnected interests. To sum 
up, people want applications that provide them with a 
solution that is genuine as well as efficient without having to 
search for information from various sources. Current 
websites regarding fitness only solve half the problem as 
information may be available but they are not personalised. 
In this domain, most of the existing websites present expert 
opinions by providing articles from which users only learn 
general information about fitness issues. There is no way  to 
figure out users’ needs and preferences and systems are 
inflexible by not being able to give a personalized solution to 
the user, tailored to their interests particular interests.                                                                                                                          
On the other hand, websites that give recommendation 
based on other users’ profiles by means of social similarity 
aren’t reliable due to the uncertainty and, sometimes, lack of 
experience from other members.    
                                                                                                                        
Users expect from the recommender system to mix these 
two aspects social and expert-based and to provide them a 
solution they can confidently rely on. Collaborative filtering 
(CF) is a popular recommendation technique that bases its 
predictions and recommendations on the ratings or 
behaviour of other users in the system and can be used to 
provide a solution to the problem of meaningful 

recommendations. The fundamental assumption behind this 
method is that other users’ opinions can be gathered in such 
a way as to provide a reasonable prediction of the active 
user’s preference. Also they assume that, if users agree about 
the quality or relevance of some items, then they will likely 
agree about other items that are similar to those items in 
some way. The majority of collaborative filtering algorithms 
in service today, operate by first generating predictions of 
the user’s preference and then produce their 
recommendations by ranking candidate items by predicted 
preferences. 
 

1.1 Approaches for Collaborative Filtering 
 
1. User-Based Collaborative Filtering 

 

 This approach is to calculate distances to quantify how closely 

two users match each other in respect with a certain common 

item. For example, if user1 and user2 put in same ratings in the 

same item, the distance will be 0. On the other hand, assuming 

they give different ratings, the distance will be farther depending 

on the difference. 

 

2. Item-Based Collaborative Filtering:  

 

Most recommender systems utilize an item-based collaborative 

filtering technique rather than a user-based one. For instance, 

when users who like item1 also like item2, the distance between 

two items is regarded as being close. 

  

2. THE PROPOSED RECOMMENDER SYSTEM 
 
The main contribution of this paper is to provide a practical 
implementation of a recommender system as an android 
application user to search fitness plant. However, 
collaborative filtering, that is, personalization based on a 
database of user preferences, is more difficult because we 
need to infer unknown preferences. Recommended structure 
give suggestion based on user inputs and rating. The 
measure we're going to be using to find the similarities  in 
our data is called the Pearson Correlation Coefficient. 
Pearson's correlation coefficient is the covariance of the two 
variables divided by the product of their standard 
deviations. The form of the definition involves a "product 
moment", that is, the mean (the first moment about the 
origin) of the product of the mean-adjusted random 
variables; hence the modifier product-moment in the name. 
It has a value between +1 and −1, where 1 is total positive 
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linear correlation, 0 is no linear correlation, and −1 is total 
negative linear correlation. The reason for this choice is that 
it is effective and easy to implement and can be applied to 
discreet data such as user ratings.Because ratings given by 
real users are more neutral compared to expert/critic 
ratings. The formula for calculating the Pearson correlation 
coefficient is as follows: 

 

Fig -1: Formula Pearson Correlation Coefficient 
 
Where ‘x’ belongs to one set of data and ‘y’ belongs to other 

set of data and ‘n’ is the number of pairs of such data. This 

can be used as a similarity measure in our model. Here, we 

have a collection of fitness plans, and each plan has a 

collection of reviews. Each review has a value from 1 to 5 

describing how well they liked the product. This value can be 

based on what you are trying to profile. For example, you 

could use a value greater than or equal to 3 to suggest a user 

likes a particular fitness plan and a value less than 3 suggests 

that a user dislikes a plan. As long as we have a way to 

convert the data to numerical value, the data can be 

analyzed. The more the value of the coefficient is nearer to 1 

the more two sets of data are similar and the more negative 

the value is the more opposite they are. 

 After ratings of fitness plans (items) have been obtained 
from users they are used to form a user-item matrix for 
calculation of similarities. For our model we are using item-
item similarities to predict plans for users similar to those 
that they already like. Consider comparing any two plans, 
first we find users that rated both the plans all such pairs are 
considered, then Pearson score is calculated using the 
following algorithm: 
 

i. First find the users that rated both fitness plans and 
form a user-item matrix consisting of all user 
ratings.  

ii. Then compute the sums and the squared sums of 
the ratings, the sum of products of the ratings of the 
plans.  

iii. Use these results to calculate Pearson’s coefficient 
using the formula. 

iv. Based on the calculations we find out similar fitness 
plans on the basis of Pearson’s coefficient 

v. These similar plans are then recommended to the 
users. 

The figures below clearly show the working of the 
proposed system. 

 
Fig 2: user-item matrix containing ratings for items (plans). 
 

 
 
Fig 3: Item-Item similarities calculated between two items 
based on users who rated both items using the Pearson 
Correlation Coefficient. 
 
The figures 2 and 3 clearly describe the way the proposed 
model works. After ratings of fitness plans(items) have been 
obtained from users they are used to form a user-item  
matrix  for calculation of similarities. For our model we are 
using item-item similarities to predict plans for users similar 
to those that they already like. Consider comparing any two 
plans, first we find users that rated both the plans all such 
pairs are considered, then Pearson score is calculated to see 
if plans are similar. For every plan this process is carried out 
to find plans that are more similar to it. Users are then 
recommended plans based on similar plans the liked.    
 

2.1 Android Application 
 
Implementing the system as an android app makes the 
system more dynamic and easy to use. The flow chart for the 
application demonstrates the working of the application. 
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Fig 4: Flowchart for the proposed application. 
 
By using the application users will be able to keep track of the 
plans they are following as all data related to the 
recommended plans is present in the application. Also an 
administrator module has been added to add/modify fitness 
plans. Administrators are the experts who have the 
knowledge in designing and maintaining fitness plans thus 
ensuring the users get access to carefully designed and 
genuine fitness plans.   

2.2 Addressing Cold Start Problem 

In the collaborative filtering approach, the recommender 
system would identify users who share the same preferences 
(e.g. rating patterns) with the active user, and propose items 
which the like-minded users liked (and the active user has 
not yet seen). But if a new user registers into the system , 
then there are no prior ratings for that particular user 
available with the database. So recommendations cannot be 
given based on ratings. So some other kinds of metrics are 
required to do the filtering initially. As we are rating fitness 
plans it is only obvious to use fitness related metrics to do 
the initial filtering of data. For our model we are using BMI 
(body mass index) to do the required filtering. Based on user 
height and weight the BMI can be easily calculated using the 
following formula: 

BMI=M/H^2 

Where M is the weight in kilograms and H is the height in 
meters. Based on the BMI users can be categorized as 
follows: 

1. Less than 18.5: Underweight  

2.18.5 to 25: Normal-weight  

3. Greater than 25: Obese  

So fitness plans can be categorized based on the BMI and 
initially when a user has not rated any plans those plans 
which fall under the user’s BMI type can be recommended to 
the users. Similarly for plans that have not been rated yet, 
they can be recommended to users along with the plans 
being recommended based on ratings on the basis of BMI.   

3. CONCLUSIONS 

 This adaptive recommending system, designed for people 
who want to achieve their goals and performances, combines 
expert knowledge with the social dimension. Dynamic 
adaptation to social changes makes our approach up to date 
and relevant. Data is built from multiple users’ activities, 
with all the profile characteristics, purposes, trainings stored 
in our database. Users will have the possibility to see 
workout exercises and publicly available programs, make  
physical improvements, score better results and finally they 
will have all the required means of achieving their purposes.  
The model helps users get recommendations easily even if 
they don’t have much knowledge about fitness related 
issues. Collaborative filtering implemented in such manner 
can help solve many such problems and also ensure user 
satisfaction.  
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